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NOTE 

The following is the Final Draft (February 1992) of the Protocol Docu111ent for the 
UAM-based regulatory photochemical modeling project of the Metropolitan Philadel
phia and South/Central New Jersey Area. This final draft is submitted for review 
by the Policy Oversight Committee of the modeling project; it incorporates changes, 
comments and suggestions of the Technical Coordination and Strategy Development 
Committee.1 

This ''final" draft of the Modeling Protocol has evolved from an initial "straw
man" draft that was presented to the members of the Technical Coordination and 
Strategy Development Committee for commenting in June 1991. Subsequent revisions 
of the draft Modeling Protocol were released in August (revision 0.2), in October 
(revision 0.3) and in Novemb~r ("interim draft") 1991. These preliminary versions of . 
the Modeling Protocol document have been modified so as to incorporate: 

• changes in draft EPA recommendations for the regulatory use of UAM (which 
had appeared in the draft versions of the Guidance document for UAM) that are 
included in the final version of the EPA Guideline for Regulatory Application of 
the Urban Airshed Modezl22) · 

• recommendations and procedures included in the (draft) EPA Regional Modeling 
Protocol- Ozone SIP Development Support (dated 11/14/91)(24) 

• comments and suggestions by the following members of the Technical Coordina
tion and Strategy Development Committee and the Technical Working Groups: 

1The structure and membership of these Committees is presented in Section 1.6 starting on 
page 8. 
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Chris Salmi, Rich SchefFe, Bob Kelly, Stan Stephenson, Todd Ellsworth, Wick 
Havens and Gopal Sistla. 

The present Modeling Protocol generally conforms to the final version (July 1991) 
of the EPA Guideline for Regulatory Application of the Urban Airshed Modetf22] 
and to the CARB Technical Guidance Document: Photochemical Modeling[2]. The 
diagnostic modeling analysis and the model performance evaluation procedures that 
are delineated in this Protocol for iiJ?.plementing the modeling project under· consid-
eration follow the methods described in Tesche et al.f18] which are recommended 
in the EPA Guideline for Regulatory Application of the Urban Airshed Modetf22J. 
The Technical Coordination and Strategy Development Committee will select and 
approve the specific diagnostic and model evaluation procedures most appropriate 
for this project as it progresses. 
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1 UAM MODELING STUDY DESIGN 

1.1 Background and Objectives 
The Clean Air. Act Amendments (CAAA) of 1990. require ozone nonattainment ar
eas designated extreme, severe, serious and ii~terstate moderate areas to demonstrate 
attainment of the ozone National Ambient Air Quality Standard (NAAQS) through 
photochemical grid modeling or any other analytical method determined by the Ad
ministrator to be at least as effective. The U.S. Environmental Protection Agency 
(EPA) has adopted the Urban Airshed Model (UAM) as the guideline model for 
photochemical modeling applications involving entire urban areas. Procedures de
scribed in this Protocol are intended to satisfy the CAAA attainment demonstration 
requirements for the Philadelphia Consolidated Metropolitan Statistical Area and 
the State of New Jersey,2 to foster technical credibility, and to promote consistency 
among UAM regulatory applications in urban photochemical domains adjacent to the 
Philadelphia CMSA. 

Objectives of this Protocol are to: 

1. enhance technical credibility, 

2. encourage the participation of all interested parties, 

3. lay out responsibilities of all participants, 

4. provide for consensus building among all interested parties concerning modelfng 
issues, and 

5. provide documentation for technical decisions made in applying the model as 
well as the procedures followed in reaching these decisions. 

This Protocol details and formalizes procedures for conducting all phases of the 
modeling study such as: 

1. stating the background, objectives, tentative schedule and organizational struc-
ture for the study, 

2. developing the necessary input data bases, 

3. conducting quality assurance and diagnostic model analyses, 
2The attainment demonstrations utilizing the results of this modeling project will serve as a 

major component for SIP development by each state. It should be noted that the SIP containing 
the attainment demonstration will undergo a public hearing in each state. · 
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4. conducting model performance evaluations and interpreting modeling results, 
and 

5. describing procedures for using the model to demonstrate whether proposed 
strategies are sufficient to attain the ozone National Ambient Air Quality Stan
dard (NAAQS). 

1.2 Schedule 
The table below outlines a "target" time schedule that also includes the corresponding 
EPA requirements (as stated in July 1991). 

Modeling Activity 

Protocol Development 
Data Acquisition 
Data Quality Assurance 
Domain/Episode Selection 
Diagnostic Analysis - Phase I (Historic Data) 
Episode Data Preprocessing (Air Qualhy/Meteorology) 
Base Case Emissions Preprocessing 
Diagnostic Analysis - Phase II (Base Case) 

Model Performance Evaluation 
Data/Procedures Refinement and Modification 
Simulation of Future Base Case 
Diagnostic Analysis - Phase III (Future Base ~) 
Simulation of SIP Attainment Strategies 

"Targeted" 
Date Range 

06/91-02/92 --
08/91-09/92 . 
08/91-09/g2. 
08/91-03/92·· 
10/91-06/92--
03 92-08 92....--
05/92-01 9 
07/92-03/93 
05/92-03/93 
10/92-03/93 
03/93-05/93 
01/93-07/93 
03/93-11/93 

EPA Schedule 

08/91-12/91 
08/91-08/92 
08/91-08/92 
12/91-02/92 

03/92-08/92 
05/92-01/93 
09/92-03/93 
07/92-03/93 

01/93-05/93 

03/93-11/93 

Figure 1 also depicts this time schedule. According to this schedule, diagnostic 
analysis will start with historic data and will continue with base case data as soon as 
they become available. A limited diagnostic analysis·(sensitivity testing) with future 
base case data is also desirable to identify any changes in model robustness/sensitivity 
for the different emission regimes (base case versus future base case). Clearly, ,the 
extent of the diagnostic analyses included in the above plan depends on a number of 
factors, such as data availability, resources, number of episodes modeled, etc. 

It should be noted that adhering to this time schedule depends critically: 

• on the ability of the participating state agencies to provide needed input data 
on time, and · 
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• on the feasibility of EPA OAQPS performing the required regional simulations 
and providing the data necessary for the UAM application to the Philadelphia· 
New Jersey area. 

1.3 Deliverables 
Interim and final deliverables for the modeling study will include at a minimum: 

1. the present Modeling Protocol, 

2. brief monthly reports summarizing modeling project activities, 

3. quarterly progress reports on the data preprocessing and air quality modeling 
efforts, as part of the regular Ozone Research Center Quarterly Progress Reports, 

4. Technical Support Documents analyzing and justifying any "non-standard" (i.e. 
not included explicitly in the present Protocol or in the EPA Guideline for Reg-
ulatory Application of the Urban Airshed ModeJl22] or the EPA Regional Mod
eling Protocol - Ozone SIP Development Supportf24}) procedures, that may be 
adopted by the Technical Coordination and Strategy Development Committee 
in implementing this project, 

5. comprehensive final reports documenting and discussing all steps of the modeling 
procedure (from episode selection to analysis and evaluation of simulations), and 

6. detailed data sets of modeling inputs and outputs for all simulations of regulatory 
relevance in electronic form as well as (for selected results) in hard copy (tabular 
and graphical forms). If resources and time allow, animated ozone air quality 
concentration maps .for selected simulations will also be provided. 

1.4 Submittal Procedure for Deliverables 
All interim and final deliverables will be submitted first to the Technical Coordination 
and Strategy Development Committee for commenting and approval. Additional 
comments and suggestions may be provided by the Technical Working Groups on 
Emissions and Aerometric Data as well as by other interested parties. Following 
commenting and approval by the Technical Coordination and Strategy Development 
Committee, the present Modeling ·Protocol and the final modeling results will be 
submitted to the Policy Oversight Committee for approval, and then will be submitted 
to EPA Regional Office III (Philadelphia) .. 
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METROPOLITAN PHILADELPHIA· NEW JERSEY PHOTOCHEMICAL MODELING PROJECT 
TASKS AND nME SCHEDULE 
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Figure 1: Tasks and "Target" Time Schedule of the Philadelphia and Central
Southern New Jersey Photochemical Modeling Project 

____ _IJ 
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1.5 Sponsoring and Participating Organizations 
The computational implementation· of the Metropolitan Philadelphia - New Jersey 
photochemical modeling study will be performed ·by the Ozone Research Center 
(ORC) at the Environmental and Occupational Health Sciences Institute (EOHSI).3 

The organizations which are sponsoring the modeling study and have full represen
tation in the Policy Oversight Committee, the Technical Coordination and Strategy 
Development Committee, the Emissions Technical Working Group and the Aeromet
ric Data Technical Working Group4 are: 

• New Jersey Department of Environmental Protection and Energy (NJDEPE) 

• EPA Office of Air Quality Planning and Standards 

• EPA Region III (Philadelphia) 

• EPA Region II (New York) 

• Pennsylvania Department of Environmental Resources 

• Philadelphia Department of Public Health/Environmental Protection Division 

• Delaware Department of l'{atural Resources and Environmental Control 

• Maryland Department of the Environment 

In addition to the above listed agencies the following organizations are expected to 
contribute to the modeling effort (a) by providing emission and aerometric data and 
recommending and evaluating control strategies, (b) by comparing and discussing 
concurrent modeling efforts in the Northeastern US, and (c) by providing additional 
technical resources: 

• New York State Department of En~nment8.1 Conservation 

• EOHSI 

• NESCAUM/MARAMA 

• OTC 

• DVRPC 
1EOHSI is a joint project of UMDNJ - Robert Wood Johnson Medical School, and Rutgers, 

The State University of New Jersey; ORC has been established through funding by the New Jersey 
Department of Environmental Protection and Energy. · 

4Tbe structure and responsibilities of these Committees and Technical Working Groups are de
fined in the following subsection. 
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1.6 Management Structure: Committees and Technical Working 
Groups 

The need to coordinate activities involving policy and technical decisions at nine fed
eral and state agencies requires a flexible management structure. This requirement 
is addressed as follows: The modeling project will be administered by a Policy Over
sight Committee and a Technical Coordination and Strategy Development Committee 
which will work closely with three Technical Working Groups: Input and evaluation 
databases for the photochemical airshed simulations will be developed by the Emis
sions Technical Working Group and the Aerometric Data Technical Working Group; 
computational implementation and scientific analysis of the modeling project will be 
performed by the Air Quality Modeling Group of the Ozone Research Center at the 
Environmental and Occupational Health sciences Institute (EOHSI). Each Commit
tee and Technical Working Group is chaired by a Coordinator who is responsible for 
establishing regular interaction among Committee/Group members and for following 
and reporting the progress of tasks undertaken by the Committee/Group. A repre
sentative from each sponsoring organization/ agency participates in each· Committee 
or Group. The responsibilities of each participant, and therefore of the corresponding 
agency, are specified by the respective Committee/Group. Members of the Technical 
Coordination and Strategy Development Committee directly report to and inter
act with the corresponding members in the Policy Oversight Committee from their 
agency/ organization. furthermore, since the Technical Coordination and Strategy 
Development Committee has the lead in specifying modeling procedures and in· iden
tifying data needs, its members are responsible for coordinating/tracking Technical 
Working Group activities locally, i.e. within their·agencyforganization. 

Figure 2 summarizes the organizational structure and membership of the Policy 
Oversight Committee, the Technical Coordination and Strategy Development Com
mittee and the Technical Working Groups; the responsibilities of these groups are 
outlined in the following sections. 

1.6.1 The PoUcy Oversight Committee 

Responsibilities of the Policy Oversight. Committee are to: 

• set the objectives of the study, 

• approve the project plan and time schedule, 

• determine resource needs, and assure that required resources become available 
on time, · 

• allocate responsibilities to project participants, 
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Figure 2: Organizational Structure and Membership of the Policy Oversight Com
mittee, the Technical Coordination and Strategy Development Committee and the 
Technical Working Groups for the Philadelphia and Central-Southern New Jersey 
Photochemical Modeling Project 
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• approve and guide implementation of needed modifications to the Modeling Pro
tocol as the modeling study proceeds, 

• direct the preparation of needed databases (emissions, air quality) and assure 
that participating State Agencies provide the necessary information on time, 

• provide (in collaboration with the Technical Coordination and Strategy Devel
opment Committee) ·projections for future base case emissions consistent with 
ROMNET, OTC and CAAA, 

• provide policy on emission reductions consistent with ROMNET and OTC, 

• resolve issues on which the Technical Coordination and Strategy Development 
Committee cannot reach an agreement, 

• review and approve the Modeling Protocol and the final modeling results (fol
lowing approval by the Technical Coordination and Strategy Development Com
mittee). 

The NJDEPE has the lead in coordinating the activities of the Policy Oversight 
Committee; this committee is headed by the Policy Coordinator. 

The members of the Policy Oversight Committee are: 

1. Policy Coordinator: John Elston, New Jer5ey DEPE (609 292-6711) 

2. ~PA OAQPS {919) 541-4650 

3. David Arnold, EPA Region III (215 597-4556) 

4. Bill Baker, EPA Region II (212 264-2517) 

5. Wick Havens, Pennsylvania .DER (717 787-4310) 

6. Bob Ostrawsl..j', Philadelphia DPH (215 875-5623) 

7. Ray Malenfant,. Delaware DNR/EC (302 739-4791) 

8. 81&fr>$t.!:nn,n, Maeyland DoE (301 63~-3260) 
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1.6.2 The Technical Coordination and Strategy Development Committee 
Responsibilities of the Technical Coordination and Strategy Development Committee 
are· to: 

• review and approve the technical specifications for the Modeling Protocol, 

• oversee and review the implementation of the modeling project in relation to the 
specifications listed in the Modeling Protocol, 

• select the episodes to be simulated and the attributes of the modeling domain, 

• develop and justify modifications to the Modeling Protocol as needed during the 
implementation of the modeling project, 

• develop (in collaboration with the policy oversight group) emission scenarios for 
the base case, future base case and control strategies, 

• review and approve results of model performance and of control strategy simu
lations, that will be provided by the air quality modeling group, 

• guide and approve modifications/refinements of model inputs to improve model 
performance, 

• if deemed necessary, develop and justify alternative procedures for attainment 
demonstration, and 

• demonstrate attainment/non-attainment as required by EPA Guidelines. 

The NJDEPE has the lead in coordinating the activities of the Technical Coor
dination and Strategy Development Committee; this committee is headed by the 
Technical Coordinator. 

The Members of the Technical Coordination and Strategy Development Committee 
are: 

1. Technical Coordinator: Chris Salmi, New Jersey DEPE (609 984-3009) 

2. Panos Georgopoulos (modeling coordinator), Ozone Research Center, EOHSI 
( 908 463-4535) 

3. Rich Scheffe (EPA OAQPS contact/cooperation coordinator), EPA OAQPS (919 
541-4650) . 

4. Todd Ellsworth, EPA Region III (215 597-2906) 
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5. Bob Kelly, EPA Region II {212 264-2551) 

6. Wick. Havens, Pennsylvania DER {717 787-2347) 

7. Norman Glazer, Philadelphia DPH {215 875-5632) 

8. Terri Brixen, Delaware DNR/EC {302 739-4542) 

9. Mario Jorquera, Maryland DoE (301 631-3245) 

1.6.3 The Emissions Technical Working Group 

The Emissions Technical Working Group is responsible for providing the emissions 
data necessary for running the base case and control strategy simulations. The Emis
sions Technical Working Group is staffed with technical personnel from each partic
ipating state agency that has the responsibility to provide necessary data, projec
tions and information on standard data-handling agency practices to the Air Quality 
Modeling Group. The Emissions Technical Working Group is headed by a Group 
Coordinator. 

Members of the Emissions Technical Working Group are: 

1. Group Coordinator: Tom Weir, Philadelphia DPH {215 875-5625) 

2. Chet Vlayl8:ftEi, EPA Q:A:QPS (919 541-4603) 
RllSL ~'*v · 3, R;aymeea Ferae, EP* Regi9D..lll (215 597-2906) 

4. Stan Stephenson, EPA Region II {212 264-9426) 

? 5. Kristin MeUCi, New Jersey DEPE (609 633-1109) 

6. Joe White, Pennsylvania DER (717 787-2347) 

7. AI Deramo, Delaware DNR/EC {302 739-4791) 

8. Diane Franks, Maryland DoE (301 631-3245) 

1.6.4 The Aerometric Data Technical Working Group 

The Aerometric Data Technical Working Group is responsible for providing the aero
metric (air quality and meteorological) data necessary for evaluating model perfor
mance and for running various diagnostic tests. The Aerometric Data Technical. 
Working Group is staffed with technical personnel from each participating state 
agency that has the responsibility to provide necessary data and information on 

----------
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standard data-handling agency practices to the Air Quality Modeling Group. The 
Aerometric Data Technical Working Group is headed by a Group Coordinator. 

Members of the Aerometric Data Technical Working Group are: 

1. Group Coordinator: Joe Climet, Delaware DNR/EC (302 739-4542) 

2. Rich Scheff'e, EPA OAQPS (919) 541-4650 

3. Todd Ellsworth, EPA Region III (215 597-2906) 

4. Marlon Gonzales, EPA Region II (212 264-2622) 

5. Charles Pietarinen, New Jersey DEPE (609 292-0138) 

6. Jeff Miller, Pennsylvania DER (717 787-2347) 

7. Tom )Veir, Philadelphia DPH (215 875-5625) 

8. Richard Wies, Maryland DoE (301 631-3280) 

1.6.5 The Air Quality Modeling Group 

Responsibilities of the Air Quality Modeling Group are to: 

• advise the Policy. Oversight Committee and Technical Coordination and Strategy 
Development Committee with regard to the scientific validity and relevance of 
the modeling methods used in the State Implementation Plan, 

• prepare the technical background for the Regulatory Photochemical Modeling 
Protocol, 

• identify resource and data needs for the modeling project, that will have to be 
addressed by the participating agencies, 

• identify working modeling domains and appropriate base case episodes, 

• organize and quality-assure the emissions and ~rometric databases that will be 
available through the participating State Agencies, 

• perform UAM simulatio~ for historic data and for present and future base cases 
(including diagnostic analyses and diagnostic/operational model performance 
evaluations), · · · 

• identify and specify the ROM simulations required for the various phases of the 
project, 
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• collaborate with EPA OAQPS personnel to coordinate the assessment of urban
regional interactions, 

• review, analyze (and present in reports) results of model performance, 

• perform control strategy simulations, and present the results of these simulations 
to the policy and technical groups. 

The Ozone Research Center at EOHSI has the responsibility for providing the 
scientific analysis of the ozone non-attainment problem and for actually implementing 
the air quality modeling part of the project through computer simulations and detailed 
diagnostic analyses and evaluations. · 

The Air Quality Modeling Group will be directed by the Modeling Coordina
tor, Dr. Panos Georgopoulos, Ozone Research Center, EOHSI {908 932-0159), who 
will participate in and will have the responsibility of interacting with the Technical 
Coordination and Strategy Development Committee. Dr. Paul Lioy, Director of the 
Ozone Research Center {908 932-0150) and Dr. Nathan Reiss of Rutgers University 
(908 932-9387) will provide technical advice regarding special ~ttributes of the ozone 
problem in the area under consideration. Four Research Assistants with the Ozone 
Research Center (E. Short, A. Roy, S. Arunachalam and R. Chiou) will participate 
in the Philadelphia- New Jersey modeling project; additional technical, data pro
cessing and secretarial EOHSI personnel will also provide assistance with the project 
implementation. 

1.6.6 Group Interaction 

The Policy Oversight Committee and the Technical Coordination and Strategy Devel
opment Committee will meet jointly at least once a year to review the progress of the 
modeling project. The Technical Coordination and Strategy Development Committee 
and the Coordinators of the Emissions Technical Working Group and of the Aero
metric Data Technical Working Group will meet quarterly to assess progress of the 
project and to discuss and resolve technical issues. The Technical Coordinator will 
also arrange for regular monthly conference calls. Additional meetings/conference 
calls of the Technical Coordination and Strategy Development Committee will be 
convened by the Technical Coordinator when resolution of technical issues is needed. 
The Coordinators of the Emissions Tech~cal Working Group and the Aerometric 
Data Technical \Vorking Group are responsible for establishing regular communica
tion among the members of their Groups via meetings and conference calls and for 
responding to data-related issues raised by the Technical Coordination and Strategy 
Development Committee. 
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1. 7 Relationship to Regional Modeling Protocols 
Regional, ROM-based, modeling[24) will be used 

• for the purpose of establishing initial and boundary conditions and meteorolog
ical data fields for the U AM simulations, and 

• for the simulation of the regional effects of control strategies. 

The Philadelphia- South/Central New Jersey Urban Area Modeling Project will 
be coordinated with the Regional Modeling effort of ROMNET-II. The following 
members of the Philadelphia- South/Central New Jersey Technical Coordination 
and Strategy Development Committee and Technical Working Groups are members 
of ROMNET-II committees: 

• ROMNET-II Modeling Committee: 

1. Rich Scheffe, EPA OAQPS (919) 541-4650 
2. Todd Ellsworth, EPA Region III (215 597-2906) 
3. Bob Kelly, EPA Region II (212 264-2551) ' 
4. Chris Salmi, New Jersey DEPE (609 984-3009) 
5. Mario Jorquera, Maryland D~E (301 631-3245) 
6. Panos Georgopoulos, Ozone Research Center, EOHSI (~08 46:}-4535) 

• ROMNET-II Emissions Committee: 

1. Rich Schefre, EPA OAQPS (919 541-4650) 
2. Chet Wayland, EPA OAQPS (919 541-4603) 
3. David Arnold, EPA Region III (215 597-4556) 
4. Stan Stephenson, EPA Region II {212 264-9426) 
5. Wick H~vens, Pennsylvania DER (717 _787-4310) 

• ROMNET-II Strategy Committee: 

1. Rich Scheffe, EPA OAQPS (919 541-4~0) 
2. David Arnold, EPA Region III (215 597-4556) 
3. Chris Salmi, New Jersey DEPE (609 984-3009) 
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The procedure for coordinating the implementation of the Urban Area Modeling 
Project with the implementation of the Regional Modeling Project will be set by 
the Technical Coordination and Strategy Development Committee. The Technical 
Coordinator of the Philadelphia- South/Central New Jersey modeling project and 
the other project participants who are also members of ROMNET-II committees will 
make sure that there is 

• discussion and agreement on selection and evaluation of regional control strate
gies, 

• agreement on use of emission inventories, selection of projection years, modeling 
domains and episodes, etc., 

so that consistency of the regional and urban modeling efforts is assured. 

1.8 Relationship to Other Urban Area Modeling Protocols 
The non-attainment Metropolitan Philadelphia Area is adjacent to two other major 
nonattainment CM~As (New York City and Washington, D.C.- Baltimore). In order 
to coordinate implementation of the Modeling Protocols in these areas (as well as 
with the regional modeling efforts of ROMNET-II) the following members of the 
Philadelphia, New York, Washington D.C. - Baltimore and New England technical 
committees/working groups will comprise a special ad-hoc sub-regional group that 
will discuss technical issues relevant to inter-domain interactions: 

• New York: Gopal Sistla, New York State DEC (518 457-3200) 

• Philadelphia- New Jersey: Panos Georgopoulos, EOHSI (908 463-4535) 

• Washington, D.C. - Baltimore: Mario Jorquera, Maryland DoE (301 631-3245) 

• New England: Steve Dennis, Massachusetts. DEP (617 292-5766) 

These discussions will take place at ROMNET-II meetings, local meetings·, as well 
as via conference calls, and will continue throughout the duration of the modeling 
projects. 

1.9 Relationship to Planning/Strategy Groups 
The databases and available expertise at the sponsoring and participating agencies 
and organizations will be utilized in determining emission projection estimates.5 The 
exper-tise available at other agencies and organizations, such as the Delaware Valley 

6Growth and emission projection estimates are the responsibility of each state. 
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Regional Planning Commission, the New Jersey Department of Transportation, etc. 
will also be used, whenever possible, in emission projections. Data supplied by these 
agencies and organizations may be useful in obtaining realistic growth projections 
and therefore for identifying relevant control strategies. These data will be reviewed, 
evaluated and approved by the state agencies that will have the responsibility for 
emission projection estimates before used for control strategy selection for attainment 
demonstration purposes. 

1.10 Relationship to Other Interested Parties 
Due to the wide-ranging effects of the ozone attainment plan it is important that a 
broad spectrum of interested groups (industry representatives, environmental groups, 
etc.) are kept informed on the progress of the modeling process and can interact 
with the committees and working groups implementing the modeling project. This 
interaction and dissemination of information will be accomplished: 

• through a workshop, that will be organized in mid-1992 by the Ozone Research 
Center, and will be co-sponsored by the NJDEPE and other state and federal· 
agencies involved in this project, and 

• regionally, through the procedures incorporated in the ROMNET-II framework. 

____ -.:.:fill 
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2 DOMAIN AND DATA BASE ISSUES 

2.1 Preprocessor Programs 
The following preprocessor programs6 will be used in constructing model input fields: 

• The ROM-UAM Interface System will be used to derive the UAM gridded wind 
fields in those cases where the UAM domain is nested within a ROM domain for 
concurrent time periods and ROM predictions are being used to derive the hourly 
UAM boundary conditions. The ROM data for use in the ROM-UAM Interface 
System will be accessed through the U.S. EPA UAM Subsystem of the Gridded 
Model Information Support System (GMISS)f17, 21J. If sufficient local upper 
and surface air data are available, then consideration will be given to running 
UAM for diagnostic evaluation purposes with wind fields derived from the UAM 
Diagnostic \Vind Modelf3] (DWM). In that case the local meteor()logical data 
will be used in lieu of the ROM diagnostic wind field to assess the magnitude of 
discrepancies between the two approaches. · 

• The ROM-UAM Interface .System IMETSCL processor will be applied to cal
culate METSCALARS parameters for the UAM (which include the photolysis 
rate). IMETSCL assumes clear sky conditions for photolysis rates calculations; 
so this assumption will also be used in the regulatory application of U AM. If 
available, locally measured parameters may also be used in diagnostic analyses. 

• The most recent available.version of EPA Emission Processor System {EPS)fl], 
which includes the Biogenic Emissions Processor {BEIS), will be used in deriving 
emission inventories. Refined versions of emission preprocessors {EPS 2.0, BEIS) 
will be adopted as they become available from EPA. 

2.2 Aerometric Data Bases 
Meteorological data to be usect for the UAM modeling applications will consist of Na
tional Weather Service {NWS) hourly surface and upper air observations. (It should 
be noted that NWS data consist of instantaneous observations rather than hourly av
erage values whereas NJDEPE monitors collect averaged wind data. An assumption 
that. wind velocity measured over a very short period persists unaltered over an hour 

'If resources allow, modeling inputs will be organized in ARC-INFO format • compatible with 
the Geographical Information Systems (GIS) used for related purposes at NJDEPE, NYSDEC, EPA · 
OAQPS, etc. - and retrieved for· processing through a GIS. The technical details of this approach 
will be finalized and approved by the Technical Coordination and Strategy Development Committee 
by mid-1992. 
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. 
may lead to an overestimate of transport.). If available, additional meteorological 
data from other sources in the domain (e.g., on-site meteorological monitoring pro
gram at an industrial facility) may be approved by the Technical Coordination and 
Strategy Development Committee to supplement the NWS data following adequate 
quality assurance. Air quality data generally serve two purposes. First, data are used 
to specify initial and boundary concentrations. Second, ambient measurements are 
used to assess the ability of the model to replicate a historical (i.e., current year base 
case) episode (i.e., model performance evaluation for base case). These topics are 
addressed in the relevant sections of the Modeling Protocol. 

2.3 Base Meteoro.logical Episode Selection 
Episodes for modeling will be selected from the period of nonattainment classifica
tion (i.e., 1987-1991) in a manner consistent with the procedures adopted in the 
EPA Regional Modeling Protocol- Ozone SIP Development Support[24J. The his
torical patterns of ozone episodes and the five fundamental meteorological regimes 
conducive to ozone formation in the area under consideration[16) will be taken into 
account in evaluating and justifying the selection of episodes for the present modeling 
study. The episodes selected will represent different meteorological regimes observed 
to correspond to ozone > 0.12 ppm~ Wind flow pattern (e.g., well defined transport 
winds vs. stagnation) is the prime consideration for distinguishing among meteoro
logical regimes. Region-wide temperature observations (e.g., high temperatures vs. 
less extreme temperatures) may also be considered as a factor in selecting a set of 
modeling episodes. An objective statistical approach will be used to select model
ing episodes. Ozone season days (roughly April-September) will be partitioned into 
major meteorological regimes. Regimes will be based primarily on wind patterns. 
(Temperature or other parameters may also be used to distinguish among two mete
orological regimes.) Within each meteorological regime, at least one 2-3 day episode 
will be identified corresponding to the highest ozone values. For each identified me
teorological regime associated with observed ozone above 0.12 ppm, critical days for 
modeling will be selected from _among those recording the highest peak ozone values 
such that the day with the highest ozone value will be a candidate for selection. [The 
2 to 3 day modeling episode period will be built around the selected day). Examples 
of meteorological typing schemes are provided in Horie[5), Zeldin[25), Kalkstein et 
a1J6], the EPA Guideline for Regulatory Application of the Urban Airshed Model[22) 
and the EPA Regional Modeling Protocol - Ozone SIP Development Supportl24J. 
Additionally, the magnitude of temporal and spatial patterns of ozone exceedances 
will be considered in the selection process. For example, one or more episodes which 
exhibit the highest observed exceedances within the modeling domain will be modeled 

- ----
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(i.e., the "severest" episodes). These episodes will address the effectiveness of control 
strategies in reducing overall peak concentrations. Additionally, one or more episodes 
which represent the highest number of monitors with ozone exceedances within the 
domain will be modeled (i.e., episodes during which ozone exceedances were most 
"pervasive" having a large spatial distribution). These episodes will address the ef
fectiveness of control strategies in reducing the number of spatial ozone exceedances 
and population exposure .. 

The episodes to be simulated will be selected by the Technical Coordination and 
Strategy Development Committee based on the above analysis by March 1992. 

2.4 Modeling Domain 

Following EPA guidancef22) the domain downwind boundaries will be set so that they 
are sufficiently far from the CMSA which is the principal focus of the modeling study 
to ensure that emissions from the CMSA occurring on the day of primary interest 
for each selected episode remain within the domain until 8:00 p.m. on that day. 
The extent of the upwind boundaries therefore depends upon the proximity of large 
upwind source areas and the adequacy of techniques used to characterize inco~ng 
precursor concentrations. Large upwind emission source areas will be included in the 
modeling domain to the extent practicable. Since a large uncertainty is anticipated 
for domain boundary conditions, the upwind boundaries will be chosen at sufficient 
distance to minimize boundary effects on the model predictions in· the center of the 
domain, according to EPA guidance(22) ~ Diagnostic analyses will assist in determining 
the effects of boundary conditions on predicted values. 

The working domain for the Metropolitan Philadelphia- Southern/Central New 
Jersey Area will be selected in accordance with the above stated requirements to 
the degree that available resources allow. An initial recommendation is that at a 
minimum the Philadelphia/New Jersey domain should cover an area of 200 x 200 km2 

with SW comer at 410E, 4350N (that would be gene~ly consistent with anticipated 
definitions of the adj~ent - New York City and Washington, D.C. with Baltimore 
- urban scale domains and the regional NE. modeling practice). Preliminary work 
currently in progress at the Ozone Research Center focuses on an "enlarged" domain 
of 250 x 250 km2 with SW comer at 360E, 4325N and NE comer at 610E, 4575N. 
Larger domains (not necessarily square in shape) may also be considered, based on 
the results of diagnostic analyses. The approach that is taken in domain selection for 
initial model testing (based on historic data, i.e. 1985 NAPAP emission inventories 
with mobile sources projected to 1988) utilizes an urban airshed that is as large as 
computational resources allow it in order to study in detail the effects and significance 
of boundary conditions; the final selection of a "working," computationally efficient, 
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sub-domain size for the simulations of air quality control strategies will be based 
upon (a) trajectory analyses and (b) diagnostic UAM studies with historic data. So, 
in effect, the actual working domain may be a function of the episode selected for 
simulation. In any case, however, this sub-domain should be large enough to provide 
a sufficient overlap (at least three cells deep) with the "working" urban domains 
in the North (New York City) and South (Baltimore-Washington, D.C.). Figure 3 
show~ the geographical area of concern in the present study and approximately depicts 
the anticipated size range of the airshed to be modeled; the analysis leading to the 
selection of the "standard" domain is expected to be completed in Spring 1992. 

2.5 Horizontal Grid Resolution 
The horizontal grid resolution to be applied to the modeling domain is proposed to 
be 5 km x 5 km, following EPA Guidelines. So, the domain under consideration 
will contain 40 x 40 to 50 x 50 cells in each layer. If resources allow it, a sensitivity 
application of the UAM for multiple grid cell sizes will be conducted to evaluate the 
model prediction's sensitivity to grid cell size. · 

2.6 Number of Layers in· the Vertical 
The number of layers in the vertical direction to be used in the Urban Airshed Model 
simulations is proposed to be 5, with at least three layers above the morning mixing 
height (diffusion break in UAM) following EPA Guidelines. The top of the modeling 
domain (region top in U AM) will be specified above the mixing height. by· at least 
the depth of one upper layer cell. This will be done by setting the region top value 
equal to the maximum mixing depth plus the minimum depth of the upper layer cells. 
Minimum vertical cell size will be 50 m below the diffusion break and 100m above · 
it. 

2.7 Emission Inventory 
Development of photochemical model emission input data is the most intensive task 
of model applications, and requires consideration of several subtopics. Two guidance 
documents that address the issues and mechanics of developing emissions inputs will 
be followed closely in setting up the emission inventories: 

1. the User's Guide for the Urban Airshed Model"(Volume IV: the Emissions Pre
processor System-EPS)(l], and 

2. the Procedures for the Preparation of Emission Inventories for Volatile Organic 
Compounds, Volume II: Emission Inventory Requirements for Photochemical Air 
Quality Simulation Models(23] 
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Figure 3: Tentative Location and Size of the Philadelphia/Central-Southern New 
Jersey Airshed Modeling Domain. 
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Certain issues arise in developing emission input data. These are addressed in the 
following subsections: 

2. 7.1 Use of VOC Speciation Profiles 

Local speciation profiles for point and area sources will be used if feasible. The 
Technical Coordination and Strategy Development Committee will determine the 
appropriateness of using local or national default speciation profiles. The profiles 
used in the modeling demonstration will be documented in detail. Projected future 
year emissions for mobile sources may be based on different formulations of gasoline 
and alternative fuels. Speciation guidance for these fuels is expected to be made 
available by EPA's Office of Mobile Sources (OMS) through the appropriate EPA 
Regional Office. 

2. 7.2 Use of Surrogate Factors to Grid Area Sources 

The UAM Emission Preprocessor System[1] will be used to allocate county-level emis
sions data to the grid cell size of the modelin~ domain using gridded surrogate factors. 
The emission inventory guidance documentl23] will be followed for alternative sur
rogate choices and sources of information for assimilating surrogate data. If deex;ned 
appropriate by the Technical Coordination and Strategy Development Committee, 
non-standard surrogate factors may be used to improve allocation of emissions on 
the modeling grid. The utility that is currently being developed by EPA to pro
vide gridded surrogates will be used when it becomes available. ORC will use the 
ARC/INFO-based procedures for emissions allocation currently under development 
at EPA OAQPS when they become available in Spring 1992. 

2.7.3 Treatment of Mobile Sources 

The Emission Inventory Guidance Documentf23) will be followed for developing top/ down 
mobile source inputs and for building bottom/up inputs. If feasible, bottom/up meth
ods will be used since they have potential for resolving variations in speed and VMT 
among different grids over hourly time slices. Bottom/up approaches usually address 
the inner urban core of modeling domains. Peripheral, less dense traffic areas will 
be treated with top/down methods. Exceptions to these recommendations will be 
handled on a case-by-case basis. 

2.7.4 Episodic Adjustment of Inventories 

Mobile emissions will be adjusted for episode-specific temperatures. This will be done 
by running the latest available versions of the MOBILE model and/or the EPS using 
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episode-specific maximum and minimum temperatures. If available, and if deemed 
appropriate by the Technical Coordination and Strategy Development Committee, 
episode-specific operating rates for point sources may be used for estimating tempo
ral point source emissions. The procedures for temporally adjusting point and area 
sources provided in the emission inventory guidance documentf23] will be followed. 

2. 7.5 Treatment of Biogenic Emissions 

Biogenic emissions will be included in the emission inventory developed for each model 
simulation (i.e., base case and control strategy). The biogenic emission processor 
(BEIS) which is part of the U.S. EPA Emission Processor Systemf1] will be used to . 
derive the inventory. The most recent versions of computational procedures developed 
bt EPA will be used to estimate biogenic emissions and to allocate them on the 
modeling grid. The best available land use distribution data that can be handled by 
operational emission preprocessors at the time of model implementation will be used 
for calculating biogenic emissions. 

2.7.6 Cutoff Levels for Point Sources 

A point source cutoff level of 10 tons/year for VOC and 100 tons/year for NOx will be 
used for inclusion in the model emission inventory following EPA guidancef22]. Stack 
data for point sources will be used to calculate effective plume height to determine 
the height emissions are injected into the modeling system. 

2.7.7 Consistency with National Inventories 

Documentation will be provided which will show that emission data used in the 
modeling have been been made available for inclusion in AIRS in accordance with 
applicable guidance and regulations(20). · 

2.8 Specification of Initial and Boundary Conditions 
The ROM-UAM Interface System will be applied to derive the initial and boundary 
conditions for the episodes being modeled. The ROM-UAM Interface System will also 
be used to derive the UAM gridded wind field unless there is sufficient justification 
that other techniques for deriving the wind field are more accurate. Simulations will 
begin at least 24 hours prior to 0:00 a.m. on the day of interest to mitigate the effects 
of potenti~y poorly defined initial conditions on modeling results. 

Note Certain considerations arise when using interfacing methods. First, selec
tion of historical episodes are limited to those which have been modeled on a regional 
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scale. Certain coordination efforts are required to assure that regional modeling 
applications meet the needs of regulatory UAM applications. Second, a potential 
exists for inconsistencies in mass conservation when applying ROM developed initial 
and boundary conditions in conjunction with wind fields not derived from the ROM 
wind field. The combination of concentrations and wind velocities produced by the 
ROM-UAM Interface System represent mass fluxes passing through the urban scale 
modeling domain. In cases where ROM initial and boundary conditions are applied 
without ROM generated wind-fields, locally developed wind fields may need to be 
evaluated for mass consistency through the urban scale domain. Methods for ad
dressing this problem will have to be handled on a case-by-case basis. Additionally, 
initial and boundary conditions derived from the ROM data should be compared with 
corresponding monitoring data wherever available. This will ensure that the ROM 

I wind fields are adequately representing the transport of ozone and precursors into the 
domain region. 

2.9 Wind Field Specification 
The ROM-UAM Interface System will be used to derive the UAM gridded wind fields. 
If it is judged by the Technical Coordination and Strategy Development Committee 
that, for certain diagnostic model evaluation analyses, a wind field derived from the 
U AM Diagnostic Wind Model (DWM) is more representative of the domain scale 
flow, then this wind field may be used in lieu of the ROM wind field. · 

2.10 Mixing Depths 
The techniques (three options) for generating the diurnal profile for the mixing height 
field currently available with the UAM system are described in Volume II of the User's 
Guide[BJ. However, there are serious problemS with mixing height specification that, 
at a minimum, will require extensive diagnostic analysis to assess their effect on 
calculated concentrations. One problem is the sensitivity of UAM to the selection 
of the option for calculating the mixing depth[l5J. Another major problem is that 
the current version of the ROM-UAM interface allows only for a uniform mixing 
depth throughout the entire modeling domain. It should also be noted that there 
is only one upper air station in the domain under consideration (Atlantic City) and 
that he proximity of this station to the coast sets considerable doubts regarding the 
representativeness of available mixing height data. The Technical Coordination and 
Strategy Development Committee will devote special effort in identifying any available 
additional sources of upper air data for the episodes selected for simulation. 
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2.11 Sources of Other Input Data· 
Other input variables such as: 

• cloud cover ,7 

• water vapor, 

• UV radiation, 

• surface temperature, 

• terrain, and land use and surface characteristics, 

required as input to U AM, will be extracted from the ROM simulations of the episodes 
under consideration using the ROM-UAM Interface[21]. If locally measured data are 
available for these episodes the Technical Coordination and Strategy Development 
Committee may decide that it is appropriate to use them in simulations. 

7The impact of the default regulatory assumption of clear skies may be considered in a diagnostic analysis if the Technical Coordination and Strategy Development Committee considers it useful 
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3 QUAliTY ASSURANCE AND DIAGNOSTIC ANALYSES 

3.1 Q.uality Assurance Tests of Input Components 
Prior to conducting a base case simulation, individual air quality, meteorological and 
emissions fields will be reviewed for consistency and obvious omission errors. Both 
spatial and temporal characteristics of the data should be evaluated. These checks 
may only be cursory, but errors uncovered by component testing might be extremely 
difficult to diagnose later on in the modeling process where errors could arise from 
any subset of the data inputs. Exa.oiples of component testing include: 

• Air Quafity: check for correct order of magnitude; compare values from regional 
modeling with monitored data; ass~re reasonable speciation. 

• Emissions: plot various source types by grid cell and review major source loca
tions with local emissions patterns, check major highway routes; generally look 
for clear omission errors; plot VOC, NOx and CO by grid cell and cross check 
with source distribution for logical patterns such as high NOx levels associated 
with major power plants. 

• Meteorology: (if data are available) plot surface and elevated wind vectors and 
compare with monitoring stations and weather maps for consistent patterns; 
compare mixing height fields with sounding data; check temperature fields. 

The emphasis on quality assurance testing of component input fields is on capturing 
rather large errors prior to performing model simulations. 

3.2 Diagnostic Tests of Base Case Simulation 

Diagnostic testing(l3, 18] of each base case episode will follow the quality assurance 
testing. 8 Figures 4 and 5 list the range of statistical measures and analytical methods 
and tests that will be considered for implementation, depending on the availability 
of data and resources. 

To aid the interpretation of simulation results, predicted and observed ozone con
centration maps will be constructed for each base case episode. Concentration maps 
present spatial information on the structure of the ozone plume. Maps at one or 
two hour intervals will be constructed over periods of most interest. While a typical 
period might be defined as early morning to late afternoon for the day of highest 

8If time and resources allow it,diagnostic analyses will aim to (i) evaluate performance of the· 
UAM/ROM system under conditions of significantly altered emissions, and to (ii) optimize the 
selection of air quality management strategies. 
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OPERATIONAL PERFORMANCE EVALUATION .MEASURES AND SIMULATIONS 
UNDER CONSIDERATION FOR THE PHILADELPHIA-NEW JERSEY PROJECT 
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Figure 4: Operational Model Performance Evaluation Measures and Test Simulations 
under Consideration for the Philadelphia and Central-Southern New Jersey Photo
chemical Modeling Project 
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DIAGNOSnC EVALUAnON MEASURES AND ANALYSES 
UNDER CONSIDERAnON FOR THE PHILADELPHIA-NEW JERSEY PROJECT 

Residuals Stratlllecl by MV1 I 
GRAPHICAL Residuals Stratlllecl by E~ i r-- RESIDUAL 
ANALYSES 

Residuals Stratllled by softJ i 
Reeiduale Slralilied by Sub-Area ITlme Period i 

Paired and Unpaired Peak Estimates i 
MULTI-SPECIES Average Station Peak Estimates • - COMPARISONS 

TES'TS Bias and Gloss Error I . 
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Figure 5: Diagnostic Evaluation Measures and Analyses under Consideration for 
the Philadelphia and Central-Southern New Jersey Photochemical Modeling Project 
(note: implementation of these analyses will depend on existing resources and on 
availability of appropriate data} 
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ozone, it is useful to look at most time intervals under recirculation, stagnation and 
transport conditions. Consideration will also be given to constructing a map which 
depicts the highest predicted daily maximum ozone value for each grid cell. Exam
ples of various mapping techniques are described in Tesche et alJ18] The predicted 
concentration to be used in the time-series plots will be consistent with the method 
for deriving predicted concentrations for the model performance evaluation. This 
method is based on Tesche et alJ18] and consists of a four-cell weighted average us
ing bilinear interpolation of the predictions from the nearest four grid cells to the 
monitor location. 

Other methods for deriving predicted concentrations for time-series comparisons 
may be judged appropriate by the technical working group. These methods will be 
selected from the procedures described in Figures 4 and 5. 

If feasible, time-series plots will be developed for NO and N02, as well as for 
VOC species at selected locations, particularly for cases in which ozone time-series 
or mapping results do not appear consistent with expectations. Comparisons of cal
culated ozone precursor concentrations with any available observations will be done 
for concentration levels above the monitoring equipment's detectable limits. 

Additional diagnostic tests for the base case will also be considered depending on 
the availability of time and resources: The basic diagnostic tests (simple investigative 
simulations) can be considered[l8] part of a standard operational model evaluation 
and therefore complement and extend the various numerical and graphical measures 
of model performance by providing a· straightforward measure of model robustness. 
These basic tests include using zero emissions, zero boundary conditions, and stan
dard reductions in mixing height and wind speed estimates (Figure 4). More elab
orate diagnostic analysis tests (Figure 5) involve sensitivity-uncertainty studies that 
examine model responses to a range of variation in input parameters {e.g., various 
changes in emission levels, in emission speciation, etc.). All diagnostic steps will be 
documented to avoid misinterpretation of model performance results. Once confi
dence is gained that the simulation is based on reasonable interpretations of observed 
data, and model concentration fields generally track, spatially and temporally, known 
urban scale plumes, a performance evaluation based on numerical measures will be 
conducted for each base case episode. 

3.3 Test Results/Input Modifications 
Following the diagnostic modeling analyses, the Technical Coordination and Strat
egy Development Committee and the Technical Working Groups will meet to decide . 
whether simulation results should be used to modify /refine input components. A de
tailed, case-by-case, justification of all such modifications will be prepared. Further-
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more, the Technical Coordination and Strategy Development Committee will decide 
on a case-by-case basis whether the performance of U AM for each base case simulation 
is acceptable (with or without input modifications) or not. The model performance 
criteria listed in Section 5.2 of the EPA Guideline for Regulatory Application of the 
Urban Airshed Model[22] will be used in such evalu~tions. 
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4 MODEL PERFORMANCE EVALUATION 

4.1 Performance Evaluation Tests 
The procedures described in Tesche et alJ18, '19] and recommended by EPA[22] will 
be used to evaluate base case model performance (see also Fig. 4.) At a minimum, 
the following mathematical formulations will be applied as measures for model per
formance evaluation: 

• Unpaired peak prediction accuracy - percentage difference between domain 
wide simulated and observed peak unpaired in space or time. 

• Normalized bias test- provides a measure of the model's ability to replicate ob
served patterns during the times of day when available monitoring and modeled 
data are most likely to represent similar spatial scales. 

• Gross error of all pairs above 60 ppb - in conjunction with bias, this metric 
provides an overall assessment of base case performance and can be used as 
a reference to other modeling applications. Gross error can be interpreted as 
precision. 

Other measures may include the following: 

• Average station peak prediction accuracy- measure of peak performance at 
all monitor sites, pairings based on time and space 

• Bias of all pairs above 60 ppb - bias is a measure of the overall degree to 
which model predictions over or underestimate observed values. Note that a 
zero bias for several observation-prediction pairs can be caused by a cancelling 
effect of over and underprediction in different subregions. Overall accuracy could 
be associated with overall bias. 

• Bias of all station peaks - bias calculations are performed on observation
prediction pairs associated with peak ozone values for each monitoring station. 
This metric provides information on ability of the model to replicate peak ozone 
observations. 

Additionally, spatial pattern comparisons of predicted and observed ozone con
centrations will be included as a performance measure. This will include at least a 
comparison of the predicted and observed daily ozone maxima. This will provide an 
indication of the comparability of the predicted and observed ozone plumes. Various 
other numerical and graphical performance measures described in Tesche et alJ18J 
will be considered for· evaluating model performance on a case-by-case basis. 
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5 ATTAINMENT DEMONSTRATIONS 

5.1 Identification of Future Base Year 
The 1990 Clean Air Act Amendments require attainment by the year 2005 for the 
Philadelphia. Consolidated Metropolitan Statistical Area.. 9 Additional simulations 
(for different future base years) are, however, necessary in order to provide informa
tion for the Atlantic City MSA (attainment required by 1996) and the NY-NJ-LI 
CMSA (attainment required by 2007), which are (wholly or partially) included in 
the Philadelphia-Southern/Central New Jersey modeling domain but have different 
attainment years. 

5.2 Identification of Control Strategy Scenarios 
The Technical Coordination and Strategy Development Committee is charged with 
the responsibility of identifying and selecting the control strategy scenarios to meet 
the study objectives, i.e. demonstration of ozone attainment. The procedures for 
selecting these scenarios will conform to state pla.nsf10, 14], will follow current EPA 
guidancef22) (p. 61) (or will fully justify in detailed Technical Support Documents 
any deviation from such guidance), and will incorporate our present understanding of 
the urban/regional ozone problemf9J. It should be noted that regional/urban coo~di
na.tion is of utmost importance in defining control strategies; regional (ROMNET-II) 
and urban area. strategy development committees must jointly decide whether the 
final control strategies will be based upon results of UAM or (a. posteriori) ROM 
simulations and how potential conflicts will be resolved. 

5.3 Procedures for Attainment Demonstration 
The EPA Guideline for Regulatory Application of the Urban Airshed Modeif22) pre
scribes a. rigid deterministic procedure for attainment demonstration: a. minimum of 
three episode modeling, no-scaling a.nd demonstration of attainment in a.ll grid cells. 
The possibility of developing and implementing a.n alternative, statistical rather than 
deterministic, attainment demonstration approach will be considered by the Techni
cal Coordination and Strategy Development Committee. Such an approach will be 

8The following counties are located within the Philadelphia Consolidated Metropolitan Statistical 
Area: 
Delaware- New Castle, Kent 
Maryland - Cecil 
New Jersey- Burlington, Camden, Cumberland, Gloucester, Mercer, Salem 
Pennsylvania- Bucks, Chester, Delaware, Montgomery, Philadelphia. 
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bSsed on comparison of calculated statistical distribution attributes of ozone concen
trations with corresponding statistics of observations and will utilize the fundamental 
concepts of order or extreme value statistics(4, 11, 12). It should be noted, ho~ever, 
that the nonlinear nature of photochemical systems presents various questions that 
have to be resolved in order for this type of approach to be computationally feasible. 
If such a procedure for demonstrating attainment is developed and implemented, it 
will be fully justified, a detailed Technical Support Document will be prepared to 
document this justification, and it will have to be formally approved by the Tech
nical Coordination and Strategy Development Committee and the Policy Oversight 
Committee. 
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Overview 

This <fpcument sum:ma.riZes technical information pertinent to the photochemical 
modeling performed for the New Jersey - Philadelphia CMSA - Delaware Valley do
main to support the ozone attainment State Implementation PlaDS of New Jersey,. 
Pennsylvania, Delaware and Maryland, as required by the Clean Air Act Amend
ments of 1990. The implementation of this modeling project, with UAM-IV (v6.20), · 
by the Ozone Research Center of the Environmental and Occupaticmal Health Sciences 
Institute1 followed EPA-recommended procedures, as specified in [3). As per these 
procedures a Protocol [12] was prepared, outlining a project plan and the approach 
for accomplishing this plan, including identification of interested parties, formation 
and composition of committees and working groups to address policy and tec:lmic:al 
issues, and allocation of responsibilities. This Protocol was revised and approved 
by all involved federal and state agencies; information regarc:liDg the organizational 
structure of the project can be found in the final version of that document. 

The present document is intended to be a self-contained summa:y of information 
regarding:2 

I• 

• the domain modeled, jncluding boundaries, computational grid and air quality 
and meteorologic:al stations present within the domain {Section 1), · 

• the ozone episode selection procedure, including their classification in difFerent 
meteorologic:al regimes, as well as the three episodes selected for the regulatory 
application (Section 2), 

1 EOBSI. tile EU\'iroamental md OccupatioDal Health Scieac:es J:astituteis a Jobat project of 
UMDN.J - 1WHn Wood .Jolmson Medical Sdlool, and Rutgers, The State Uuiwrsity of New .let· 
sey. Base ftmding for the Ozone Research Center is ~ by the New .Jersey Departmeat of 
ED.viroDmeaA1 ProtectioD (NIDEP). 

2Jt should be m.eaticmed that the detail prcMdecl here 'VBries from. topic to topic: Jn cases where 
EPA gUidaDc:e was foDowed exactly or where data were provided by EPA, as e.s. iD the case of the 
~ Inveatories, ODly basic iDformatf.oD is preseated alcmg with r:eftrenees to the more detailed 
Tedmical Support Docameats awilable from. the Ozone Researdl Ceatet. Jn cases, however, where 
the approach adopted iD the m.odeUDg project deviated from. the "standard" EPA guid•ru:e, as e.s. 
in the case of wind-field generatiou, ess atial ted:mical details, neces&U'f to define the modeliq 
~-up, are included in the prese:at cioQmleat in a compact format. 
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• the data and procedures used to develop meteorological inputs for the photo
chemical simulations, specifically wind and mi'dug height fields, as well as air 
quality inputs (Section3), 

• the data and procedures used to develop emission inputs for the base-case (rep
resenting the selected historic ozone episodes) photochemical simulations {Sec
tion 4), 

• the results of the .statistical model performance evaluation of the base case sim
ulations for the three episodes cousidered, including the results of a diagnostic 
analysis evaluating alternative ways for deriving meteorological inputs and defin
ing the computational grid {section 5), and 

• the data and procedures used to develop emission inputs for photochemical mod- · 
e1ing of the future (2005) base-cases and two control strategies-extending beyond 
CAAA requirements, as well as a comparison of ozone level predictions {domain
wide ozone maximum values, episode persistence and severity, and isopleth maps 
of. daily ozone maxima over the domain for the episode days modeled} from these 
simulations {Section 6). 

Detailed information on the above issues can be found in a series of Technical 
Support Documents [7, 8, 6) that contain extensive sets of tables, maps and. graphs, 
as well as documentation of the procedures employed during the implementation of 
the modeling project; these documents are available upon request. Information on 
the results of an extensive seusitivity analysis, involving "matrices of UAM runs," 
that studied the dects ·of across-the-board reductions of VOC and NOx emission 
levels in the New Jersey - Philadelphia CMSA - Delaware Valley domain, with and 
without similar reductions in emissions outside this domain, to ozone levels can be 
found in [9]; this document is also available upon request from the Ozone Research 
Center. Finally an overview of the regulatory photochemical modeling process and 
associated resercl;l needs was presented in a Technical Report [13], also available upon 
request. 
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1 DOMAIN DEFINITION 

The computational and regulatory UAM-IV modeling domams for the New Jersey -
Philadelphia CMSA - Delaware Valley application are presented in Figure 1. ~g 
and Northing Universal T.ransverse Mercator (UTM) coordiDates for the southwest 
comer of both domains are SW:(350, 4285) km in UTM zone 18; the computation4l 

domGin extends to NE:(610, 4580) km while the regulatory portion of ths domain 
exteDds to the Dortheast to NE:(590, 45M) km. 

The. numerical simulatioDS in support of ozone· SIP development were performed 
using \he computational UAM-IV modeUDg domain (or a subset of it). Its grid· 
coDSists of 52x59, 5x5 km2 cells, as shown in Figure 2, in each horizontal layer. Five 
layem of cells, two below ·and three above the mixing height, were used in the Vertical 
~=---: 3 U.Uc:\OwOn. 

A subset of the 52x59 cell computational domain, that excludes five rows of cells 

at the north and four columns of cells at the east bounda.ty of the domaiD was selected 
as the regulatory domain by the Technical Coordination and Strategy Development 
Committee and the Policy Oversight Committee (meeting of the Policy Oversight 
Committee, Philadelphia, PA, August 25, 1993} to focus the evaluation of the model 

· and the assessm.mt of the effectiveness of control strategies. This selection re1iects 
~e following facts: 

• The ozone concentratioDS close to the boundaries of the northeastern portion of 
the New Jersey - Philadelphia CMSA - Delaware Valley domain are driven to an 
often overwhelming extent by ROM boundaty conditioDS rather than internal 
UAM calculatioDS. Indeed, that area corresponds to very high ozone predictions 
from ROM for the episodes considered. At the same time, the UAM compu~
tioDS must ta.ke into account the presence of high emission levels from New York 
City at the northeast comer of the modeling bounda.ty by explicitly treating a 
significant portion of these emissions rather than by allocating this function to 
ROM estimates. However, limitations of computational resources do not allow a 
significant expansion of the UAM domain to the north and east, into areas where 
ROM emmates would not correspond to very high ozone levels. So, the Tech
nical Coordination and Strategy Development Committee decided to assign less 
weight to indicatioDS regarding the efficacy of control strategies that are derived 
from predictiODS in cells close to the north and east boundaries. Nevertheless, 

3Many computaticms employed a 52xS8 ceU sricf, i.e. one that excluded the uppermost north row 
of c:eDs. Some early simnlatiou, performed before the bal boundaries of the domain 'Rl'e decided 

by the Technical Coorc:tiDation aud. StrateQ Developmea.t Cotzmrittee, empJ.oyed a 42xS5 cell srid 
with northeast comer at NE:(60S, 4675); wheDe¥11' results of these simuJatioDs are meationed ·in 
Section 5 • they are appropriately ideDtified., 



-

the row1 aud columns of cells that are not part of the "regula.tory" portion of the 
domain, aud rep~t a spatial area of scale slightly larger thau of a ROM c:ell 
row /column, are necessary for inclusion in the computational domain in order to 0 

"correct" the potential propagation of overwhelming but unreasonable boundary effects. .. 

• The northeastern boundary portion (four-c:ell depth) of the New Jersey- Philadel
phia CMSA- Delaware Valley domain CODStituteso a mid-domain area for the New 
York modeling domain; it is therefore expected that calculations from the latter 
would be more appropriate for deriving conc:lusions regatding ozone dynamics 
over that particular portion. 

The locations of air quality monitoring stations, as well as of the Class A aud ClassoB 
meteorological stations, that are present in the New Jersey - Philadelphia CMSA -
Delaware Valley domain, are also shown in Figure 2. 

0 

The process of defining the New Jersey - Philadelphia CMSA - Delawale Valley 
domain boundaries employed tra.jectoiy aualyses for the July 1988 episode aud took 
into account considerations of consistency aud alignment with the UAM modeling 
grids to the north aud south (New York and Maryland domains) as well as with the 
regional ROM grid. Figure 3 shows the nesting of the New Jersey - Philadelphia 
CMSA - Delaware Valley domain grid within the regional ROM grid. 

The list of the 70 counties from the five states in the New Jersey - Philadelphia CMSA- Delaware Valley domain with their FIPS Identification Numbers, is presented 
in Table 1. 
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Table 1: Counties and their FIPS in the Philadelphia/New Jersey Airshed 

11 State I County 1 FIPs ao n 
DELAWARE SUSSEX 10005 

NEWCASTLE 10003-
KENT 10001 

MARYLAND ANNEARUNDALE 24003-
BALTIMORE 24005 
CALVERT 24009 
CAROLINE 24011 
CECIL 24015 
HARFORD 24025 
HOWARD 24027 
KENT 24029 
PRINCEGEORGES 24033 
QUEENANNES 24035 
TALBOT 24041 
BALTIMORE CITY 24510 

NEW JERSEY ATLANTIC 34001 
BERGEN 34003 
BURLINGTON 34005 
CAMDEN 34007 
CAPEMAY 34009 
CUMBERLAND 34011 
ESSEX 34013 
GLOUCESTER 34015 
HUDSON 34017 
HUNTERDON 34019 
MERCER 34021 
MIDDLESEX 34023 
MONMOUTH 34025 
MORRIS 34027 
OCEAN 34029 
PASSAIC 34031 
SALEM 34033 
SOMERSET 34035 
SUSSEX 34037 
UNION 34039 
WARREN 34041 



. . 

Table 1: (ccmtinued) Cpunties and their FIPS in the Philadelphia/New Jemey Air
shed 

State Counij FIPS ID 
NEW YORK BRONX 36005 

KINGS 36047 
NASSAU 36059 
NYC 36061 
ORANGE 36071 
PUTNAM 36079 
QUEENS 36081 
RICHMOND 36085 
ROCKLAND 36087 
WESTCHESTER 36119 

PENNSYLVANIA BERKES 42011 
BUCKS 42017 
CARBON . 42025 
CHESTER 42029 
COLUMBIA 42037 
DAUPHIN 42043 
DELAWARE 42045 
LACKAWANNA 42069 
LANCASTER 42071 
LEBANON 42075 
LEHIGH 42077 
LUZERNE 42079 
LYCOMING . 42081 
MONROE 42089 
MONTGOMERY 42091 
MONTOUR 42093 
NORTHAMPTON 42095 
NORTHUMBERLAND 42097 
PHILADELPHIA 42101 
PIKE 42103 
SCHUYLKILL 42107 
SULLIVAN 42113 
WAYNE 42127 
YORK· 42133 
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Philadelphia/New Jersey Modeling Domain 
· County LoCations 

triM ZONE 18 
(SW - 350,4285 km. NE -610,4580 Jan) 

F'agure 1: Boundaries of the computational and regulatory UAM-IV modeUng do
mains for the New Jersey - Philadelphia CMSA - Delaware Valley application. 
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Philadelphia/New Jersey Modeling Domain 
Air Quality & Meteorological Station Locations 

U1M ZONE 18 
(SW .:..350,4285 km, NB -610,~ km) 
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Figure 2: Computational grid u.d locations of the air quality and meteorological mon
itoring sta.iions for the New Jersey - Philadelphia CMSA - Delaware Valley UAM-IV 
modeling application. (Boundaries of the computational and the regulatory doma.iDs 
are shown). · 
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UAM DOMAIN NESTED WITHIN GRIDDED ROMNET REGION 

• • • • . 
• 
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•••••• •••••• •••••• 
•••••• •••••• •••••• 
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Figure 3: The "one-way nesting" of UAM-IV and ROM: the urban modeling domain 
for the Philadelphia- New Jersey UAM-IV regulatory application (utilizing a grid 
horizontally resolved at 5 x 5 km.2 is shown embedded in the regional ROMNET 
domain (resolved at apprmdmately 18.5 x 18.5 km.2) 
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2 EPISODE. SELECTION 

The episode selection process recommended by EPA [3] was based on identifying 
meteorological regimes by coDStructing a "climatological windrose" of high ozone 
days. This process coDSists of the following steps: 

• (a) Establish days with ozone levels greater than the NAAQS. 

• (b) Determine the 7 to 10 AM resultant wind vector for all days chosen in step 
(a), and allocate them into eight compass directions and calms. 

• (c) Establish the Predominant W"md Directions (PWD), based upon the maxi
mum counts in one of the eight compass directions or calms. 

• (d) Assign each episode day based upon its resultant wind vector to the PWD 
or other category and rank-order them based upon the observed ozone concen
trations. 

In practice the above 'procedure may be appropriate for isolated urban domains 
having a single representative meteorological station, rather than for extended urban 
areas with complex topography (e.g., involving coastlines or wlleys etc.) or kivolving 
regional transport. For such areas the PWDs may be significantly difFerent from 
meteorological station to station and lumping different stations together may not be 
appropriate. An alternative approach that has been adopted in SIP modeling domains 
of the Northeast Ozone Transport Region {NOTR) is to consider synoptic scale wind 
patterns to identify regimes associated with high ozone occurrences. So, in the New 
Jersey - Philadelphia domain (13, 7] ozone episodes from 1987 to 1991 were classified 
in five synoptic meteorological regimes: .corresponding to: 

- • Regime 1: prevailing S/SW winds (the majority of episodes). 

• Realme II: high pressure system above the domain - no significant transport 
(very few episodes). 

• Realntelll: high pressure Nor W of the domain (few episodes). 

• Reafme IV: frontal boundary within the domain (some episodes). 

• Regime V: other, more complicated, meteorological conditions (some episodes). 

The episodes in each of these regimes were ranked according to their severity, i~e. 
by taking into account the level of the domain-wide monitored ma.Yimum value of 
ozone, the percentage of monitors in the domain recording exceedance of the ozone 
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ambient staudard level, the length of the episode, etc. Air quality data extracted from 
the Aerometric Iuform.ation Retrieval System (AIRS) on EPA's NCC/mM were used 
for the ranking of episodes. Table 2 lists information on the individual air ~quality 
monitoring stations located within the modeling domain:' 

All the ozone episodes that were observed in the New Jersey- Philadelphia CMSA 
- Delaware Valley domain drom 1987 to 1991 were examined; summary information 
for these episodes is presented in Tables 3 to 7. Detailed information on each ozone 
episode day in the New Jersey - Philadelphia CMSA - Dela.wue Valley domain from 
1987 ~ 1991 can be found in [7] and in Appendix A of the present dOeum.ent. 

Ideally, one or more episodes from each meteorological regime should h&ve been 
modeled. However, limitations in time and resources, and aw.ilability of ROM simular
tions for the episodes selected, required a farther prioritization of the modeling focus. 
So, the Teclmical Coordination and Strategy Development Committee proposed and 
the Policy· Oversight Committee approved (meeting of the Policy OveJ:sight Com
mittee,.Philadelphia, PA, August 25, 1993) that, at a minimum, the following three 
episodes are selected for base case, future base case and control strategy simulations: 

• two episodes (from 1987 and 1988) associated with meteorology most commonly 
associated with ozone exceedances, and 

• a more recent (1991) episode (which occcured after the major region&l control 
strategies were implemented). 

Episode ModeDng dates 

7~ July, 1988 · 
15 June 1987 
19-20 July, 1991 

Meteorological Regime 

Reaime I (South/Southwest Winds) 
Resime Ill (Hip pressure North or West of Domain) 

~ecime I (South/Southwest Winds) 

All three episodes listed above were modeled for the base case; however regional 
(ROM) future base case and control strategy simulations were not available for the 
1987 episode (see Section 6). 

•It should be noted that the station m 36-061-0063 1s loc:ated. at the top of the World 'Irade 
Ceater, i.e. at much hi&her elftaticm thazl the other air~· statioDs. The data from that 
partic:ulal' station were not in assessing sround·level ozone m quality. 
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Table 2: Geop.phic information of the air quality monitoring stations located within 
the UAM Philadelphia-NJ domain. 

Short to• Site 10 City Name State Latitude 
DOVE 10-001..0001 DOVER DE N39.1683 
NEC1 10-003-3001 NEW CASTLE CO DE N39.8089 
NEC2 10-003-1003 NEW CASTLE CO De N39.7506 
NEC3 10-003-0018 NEW CASTLE CO De N39.5631 
ATLA' 34-001..0005 ATLANTIC CO NJ N39.5244 
BAYO 34-017-0006 BAYQ_NNE NJ N40.6700 
CAM2 34-007-0003 CAMDEN NJ N39.9228 
CAMD 34-007-1001 CAMDEN CO NJ N39.6733 
CLIF 34-003-0001 CLIFFSIDE PARK NJ N40~8081 

CUMB. 34-011-0007 CUMBERLAND CO NJ N39.4217 
FLEM 34-019-1001 FLEMINGTON NJ N40.5161 
GLOU 34-015-0002 GLOUCESTER CO NJ N39.7989 
MCGU 34-005-3001 MCGUIREAFB NJ N40.0500 
MERC 34-021-0005 MERCER CO . NJ N40.2825 
MORR 34-027-3001 MORRIS CO NJ N40.7869 
NWRK 34-013-0011 NEWARK NJ N40.7264 
PLAN 34-039-5001 PLAINFIELD NJ N40.6006 
RYDL 34-023-0006 RYDERSLANE NJ N40.4728 
NYC2 36-061-0005 NYC NY N40.7389 
NYC3 36-047-0007 ~YC NY N40.5919 
NYC4 36-085-0067 NYC RICHMOND) NY N40.5967 
QUEE 36-081-0004 NYC QUEEN) NY N40.7353 
WHIT 36-119-2004 WHITE PLAINS NY N41.0517 
ALLN 42-077-0004 ALLENTOWN PA N40.6117 
BETH 42-09~17 BETHLEHEM PA N40.6197 
BRIS 42.017-0012 BRISTOL PA N40.2472 
CHES 42-045-0002 CHESTER PA N39.8367 
EAST 42..()95-0010 EASTON PA N40.6758 
FOLC 42-045-0103 FOLCROFT PA N39.8886 
KUTZ 42.011-0001 KUTZTOWN PA N40.5103 

·NANT 42-079-1100 NANTICOKE PA N41.2097 
NORR 42-091-0013 NORRISTOWN PA N40.1117 
PHIL 42-101-0004 PHILADELPHIA PA N40.0494 
READ 42-011-0009 READING PA N40.3206 
WILK 42-079-1101 WILKES BARRE PA N41.2650 

•For CO!lWIJience, abbreviaticms were 1-"'isned to indmdualsta
tioas for use the pl'eSellt study. 

Longitude 
W75.5000 
~.6253 
W75.4961 
W75.7331 
W74.4597 
W74.1258 
W75.0969 
W74.8569 
W73.9928 
W75.0258 
W74.8097 
W75.2181 
W74.5869 
W74.7467 
W74.6775 
W74.1439 
W74.4419 
W74.4256 
W73.9861 
W73.9375 
W74.1264 
W73.8169 
W73.7642 
W75;4331 
W75.3642 
W74.9972 
W75.3744 
W75.2172 
W75.2742 
W75.7850 
W76.0039 
W75.3103 
W75.2403 
W75.9275 
W75.8464 
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Table 3: Recime I ozone episodes in the New Jersey- Philadelphia CMSA- Delaware 
Valley domain from 1987 to 1991 

location of ozone ozone percentage 
ozone maximum mean of monitors 

dates maximum (ppb) (ppb) ecceedifta 
Episode 1.1 10MAY87 PlclinfieldiNJ 125 93 6.50% 
~isodel.2 29MAY87·1JUN87 PlaJnfieldiNJ 172 100 14.40% 
Episode 1.3 8JUN87 Rider CollegeiNJ 130 106 5.90% 1987 Eplsodel.4 18JUN87-19JUN87 I r'l· ·--E 160 .114 25.00% 
pisode 1.5 30JUN87 a .. , 133 100 20.60% 

1.6 23JUN87-25JUN87 Ryders laneiNJ 175 113 29.30% EpiSOde 1.7 17AU987 Ryder'S LaneiNJ 168 88 _8~-. 
1.8 23MAY88 FlemingtoniNJ 136 85 3.00% 

Episode 1.9 28MA Y88-30MA Y88 Baf'l'ui'IIIJnJ 218 115 29.00% 
~1.10 1JUN88 ·-·~J 131 93 9.10% 

• Episode 1.11 13JUN88-16JUN88 McGuireiNJ 161 120 36.4011. . 1.12 18JUN88-23JUN88 New castle/DE 200 112 32.10% 
1988 . 1.13 3JUL88-11JUL88 Ryders laneiNJ 216 121 42.90% 

1 Episode 1.14 29JUL88-3AUG88 McQuireiNJ 197 105 24.00% 
Episode 1.15 8AUG88-9AUG88 Folcroft/PA 206 107 26.60% 
Episode 1.16 11AUG88-13AUC88 Rider CollegeiNJ 158 104 13.33% 
Episode 1.17 15AUC88 McCuireiNJ 142 106 20.00% 
tplsoae 1.16 17AUU88 _ ....... _ .. 170 95 6.90% 
pisode 1.19 19MA Y89-20MA Y89 PhiladelphiaiPA 130 90 3.20% 

1989 ! Episode 1.20 3JUN89 PhiladelphiaiPA 1..0 98 3.03% 
Episode 1.21 23JUl89-27JUL89 New CastleiDE 180 94 9.70% 
·Epi~l.22 

,, __ 
... 9 _..,,,._.,,v_ .. 150 66 5.14%_ . 

1.23 27APR90 Rider CollegeiNJ 133 91 6.06% 
I Episode 1.24 2JUN90 R~Lane/Nj 149 92 9.40% 
Episode 1.25 22JUN90 Flen1i . ·e-·· J 131 89 6.06% 
Ep_isode 1.26 . 4JUL90-5JUL90 AtlantidNJ 165 104 13.78% . 1.27 9JUL90-1 OJUL90 ClarlcsboroiNJ 145 88 12.17% 1990 

1.28 18JUL90-20JUL90 B ..JJ 175 103 12.50% 
1.29 4AUG90 11~-u~'t.~ 133 102 9.09% 
1.30 12AUG90 Ba~J 185 90 12.12% . 1.31 17 AUG90-18AUG90 Rider Coli~ 163 100 15.98% 
1.3! 'Jfi..AIIC":Gn.27,A.llr.QO --· ·---- ·~--

..... , 132 78 4.55~ 
pisodel.33 30MA Y91·31 MA Y91 New CastleiDE 173 124 38.90% 

Episode 1.34 10JUN91 New castle/DE 128 110 5.55% 1991 
17JUN91-18JUN91 AtlantidNJ 157 87 11.76% 

episode 

= 1 
4 

'.1 
2 
1 
3 
1 
1 
3 
1 
4 
6 
9 
6 
2 
3 
1 
1 
2 
1 
5 
3 
1 
1 
1 
2 
2 
3 
1 
1 
2 
~ 
2 
1 
2 • Episode 1.35 

I EpisOde 1.3~ i 21JUN91·2SJUN91 I \..CIJ\,.. .... ,,, 142 92 11.76~ 5 
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Table 4: Regime II ozone episodes in the New Jersey- Philadelphia CMSA- Delaware 
Valley domain from 1987 to 1991 

dates 

Table 5: Regime Ill ozone episodes in the New Jersey - Philadelphia CMSA -
Delaware Valley domain from 1987 to 1991 

location of ozone 
maximum 

(ppb) 
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lilt 

Table16: Regime IV ozone episodes in the New Jersey- Philadelphia CMSA-
Delaware Valley domain from 1987 to 1991 

location of ozone ozone perantage episode 
ozone maximum mean of monitors lenath 

dates maximum (ppb) (ppb) exceeding (cJaYs) 

I Episode IV.1 18MAY87 CamdeniNJ 138 110 17.65% 1 
I Episode IV .2 . 14JUN87 BristoiiPA 129 89 3.03% 1 

I Episode IV .3 20JUN87 Newark/NJ . 226 125 38.24% 1 . IV.4 25JUN87 PhiladelphiaiPA . 150 105 21.21% 1 
1987 . IV.S 1JUL87 MonisiNJ 162 109 31.25% 1 

I Episode IV6 17JUL87-22JUL87 ·--·-- ~ 211 98 16.65% 6 . ·IVj 27JUL87 Camden/NJ 145 83 3.03% 1 

I Episode IV.8 30JUL87-31JUL87 CJarksboroiNJ 166 109 28.79% 2 
·IV.9 ISAU~87 .. ~ 88 25.80% 1 

1988 I Episode IV.10 13JUL88-19JUL88 BayonneiNJ 196 106 23.68% 7 
IV.11 126Al.----7Al JCIJUI I~.,,..,._,.,, " 135 91 10% 2 

1989 I Episode IV.12 1JUL89-4JUL89 MorrisiNJ 158 95 11.43% 4 

1 t:pasoae IV .13 11SEP89 _'/PA 187 8S 12..50% 1 

1990 IV.14 29JUN90 -·--··-.ll 158 119 36.40% 1 

Episode IV .1 5 23MAY91 Rider Col~ 152 103 17.65% 1 

1991 Episode IV .16 11JUN91-12JUN91 ClarlcsboroiNJ 129 111 16.67% 2 

~ IV.17 27JUN91 Rider , ... ) 1~ 87 5.55% 1 
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Table 7: Regime V ozone episodes in the New Jersey- Philadelphia CMSA- Delaware 
Valley domain from 1987 to 1991 



N .. J...,- Phl•delphla CMSA Ozone SIP Tect.vtlal Supp.-t ~tfoa _s........, 15 

3 METEOROLOGICAL AND AIR QUALITY INPUTS 

Aerometrlc Data 

Meteorolosical Data 

Upper-air data were extracted from MDMS5 for the seven sites listed in Table 8 for 
the base case 1988, 1987 and 1991 episodes. Surface data from the National Center 
for Atmospheric Research (NCAR) were obtained through the New York State De
partment of Environmental Conservation (NYSDEC). All National Weather Service 
(NWS) meteorological stations within 1° latitude/longitude of the perimeter of the 
modeling domain and buoy data within ~ latitude/longitude of this perimeter were 
used for the ground level inputs. All the awilable surface stations within the above 
coordinates are listed in Table 9. · 

Air Quality Data 

As mentioned in Section 2, air quality data extracted from AIRS served as a bams . 
for the selection of modeling episodes; they are also used for ass=ring the ability of· 
the model to replicate a historical episode. Figure 4 supplements Figure 2 and shows 
the locations of both the surface and upper-air meteorological (and of air quality) 
monitoring stations used in this study. 

Bounct.y and Initial Cond"ltions 

Simulations started 24 hours prior to the 0000 hour of the day of modeling interest 
(7 and 8 July 1988, 15 June 1987, and 19 and 20 July 1991 for the present study) 
to mitigate the efFects of potentially poorly defined initial conditions derived from 
ROM on UAM modeling results. Initial, top and lateral boundary conditions are 
interpolated by ICONC, the ROM-UAM Interface System, using ROM predictions.6 

5The Meteoro1cv Data MaDagement System (MDMS) on EPA's NCC/IBM is a software system 
for storap aad ntdeval of meteorological data, includiDg those routinely available from the Naticmal 
Weather Set vke (NWS). The MDMS allows users to ret:rieft both fb:st class sur:ra.:e ud upper air 
parameters by yea&', state, or individual reportiDg station. The user may create data files in either 
SAS or text format. Wrlttell in SAS/ AF, the MDMS provides users with a list of selection optioDs 
ud allows the user to produce a database CODteDts report. Additicmal sur:ra.:e data can be obtained 
from the National Ceater for Atmospheric Research (NCAR) or the Natkmal CBmate Data Center 
(NCDC). . 

8:rmtial conditions are obtained by pcformiDgvertic:al8Dd horizoDtal interpoJation from the ROM 
values to deriw those at all UAM cells. Boundary c:onditicms are based on the average of the tine 
ROM cells wbic:b. are adjacent to the UAM lateral cells. 
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(BOll) 

UPT) 

~) LNS 

CB12) 

Fipre 4: Aerometric dati.base network for the NJ-Philadelphia Airshed. Class A 
surface meteorological statious are those within the brackets; Class B surface mete
orological statiODS are denoted by three digits; "*" followed by four digits denotes 
upper-air meteorological statious; the others with four digits are air quality statiQDS. 
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Table 8: Geographic information of the seven radiosonde sites close to the UAM · 
Philadelphia-NJ domain. 

WBANID 
14735 W73.80 
14733 W78.73 
93755 W74.67 
93734 W77.47 
93739 W75.48 
94823 
13723 W88.13 

• Abbreviaticms were assiped. to idea.tify Individual staticms for 
use In the preseDt study. 
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T.W. 1: Geographic information on the surface meteorological sites. 

.AIM 
AI'G 
/lll'/P 
BAF 

_ISOK 
B<iM 
8WI 
OJW 
CXY 
OAA 
DCA 
DOV 
OM 

FME 
FRti 
HGR 
11PN 
HVN· 
lAD 
ILG 
IPT 
~p 

JFK 
LGA 
LNS 

AUN 

MIV 
MMU 
~ 

· MTN 
Na. 
NHK 
NXX 
NYG 
PHL 
PNE 
PO\J 
RIXi 
SB'Y 
~ 

TEB 
TCW 
TTN 
WRI 
BOt 
812 
821 
850 

Total 

_U7QS_ 

_WQl_ 
1"777 
1"771 
~ 

"721 
i3721 
547Q_ 
1"711 
~~-
137.&3 

1"7"' 
147M 

1"111J
i3731 

"78J 
~78-
l"n:l-
54137 
~708 
1"711 

93744 
1"78C 

14~ 

-~ 
14714 

.M74l ... 
~ 
14706 

~LAHTI\. OTT 

II \In 

~HLVOIR 
w.qtHN<iTON 

I!LMlKA 

IUWft 
~~PLAtra . 
~HAVEN 

ULLES 
~ILMIN~TgN 

~UP 

~TUI'CI\ cl_ 
~ TUI'CI\ ( 
LA I I II:I'C 

AMISRQX LS 

·~·~ IIUWn 
MON11CELLO 
~UNN MARTIN AP!ft 
LAKetURST NAS 

PHil 

.- ... 

FIVI: "'' nvM 
_.., . FIRE ISL 
_! J"UINT 

-~ 
.MO 

-·~ PA 

~ 
_M~ 

NJ 

_g 
VA 
Ulll 

.~. 

p~ 

NJ 

MO 
I"A 

-~ 
PA 

_!_A 
.N...!. 

PA 

_arr 

IMW 
N&.U 
N40~ 

ND.05 
N40M 

N4Ll 
IQI 
lUI. 
N4l 

N40.08 
N40JIO 

N-'1.42 

. N40.Q2 
N38.17 
N40.U 

. WlZ.72 
WJU• 

W1~ 

wn.u 

W1l 
W1• 

W74.41 

W74.11 

W7I.30 
~4~ 
W74.1Q 
W13JII 
J!(4.41 
W'1~ 
W74.t0 

'"" .. wn.: 
W10. 

• Abbreviaticms were assi&z'ed. to identify individual stat1cms for 
use in the preseat study. 

IS 
It 

IJ 
A 

A 
It_ 

~ 
A_ 
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~ 
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A 
A 
A 
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~ 1117 1111 

'II v ~ 

-.1 v -" 
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-.1 'II 'lj 
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Treatment of Wind Fields 
Wlnd-flelck from the ROM-UAM Interface 

EPA guidance [3] recommends the use of the ROM-UAM interface System to derive 
the UAM gridded wind fields when the UAM domain is nested within a ROM do
main for concurrent time periods and ROM predictions are used to derive the hourly 
UAM boundary conditions. However, numerous technical and procedural issueS have 
been raised concerning. the applicability of the results of the ROM-UAM interface ap
proach [17, 11]. The Technical Coordination and Strategy Development Committee 
concluded that wind fields derived from the Regional Oxidaut Model (ROM) esti
mates through the ROM-UAM Interface System were not appropriate to use with 
the UAM for the New Jersey- Philadelphia CMSA- Delaware Valley domain for the 
following reasons~ 

• The coarse horizontal (approximately 18.5 km} and vertical (31ayers) resolution 
of ROM may not be able to capture local wind-field variation features and this 
DJ.&Y afFect various conclusions from the simulations, including the eflicacy of 
NOx controls from large sources. 

• Since the UAM layer height changes hourly with the diffusion break, as the UAM 
diffusion break grows, the ROM layer 2 winds have more iduence on the ground 
level, especially during the day. 

• Evidence from wind field modeling results suggests that wind fields derived from 
the ROM data. through the ROM-UAM Interface System may not match well 
with either the observational data. or even the ROM layer 1 data. 

• Diagnostic analyses with UAM suggested that in ·certa.in cases the qualitative 
ozone concentration patterns obtained from runs using the ROM wind-fields 
deviate significantly from the corresponding·pattems derived from observational 
data. 

Nevertheless, simulations of all the base case episodes were performed with both 
the ROM-delived wind-fields and wind-fields from DWM as discussed in the following. 
The st&tistiea1 performance of UAM for these runs is presented in summary form in 
Section I. 

Diagnostic Wind ModeDng with DWM 

As an alternative to using ROM wind fields, the Diagnostic Wmd Model (D~) 
was applied in this modeling project. ·A potential exists for inconsistencies in mass 
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couenatioa when applying ROM-developed initial and boundary conditions in con
junction with wind ftelds not derived from the ROM wind fteld. To minimiu this 
discrepa:r;J.cy, several surface pseudo-stations were assumed to "exist" at ROM grid 
points close to the UAM boundaries as shown in Figure 5. W'md c:lata corresponding 
to those bounc:lary eells were combined with available observations to CODStitute input data to the DWM. 

Note: When CODYerting DWM winds to UAM winds, uAM\VNn interpolates the DWM 
wind-fields ito the five layers defined in UAM accordiDg to the hourly mixing height.and 
a CODStant reaion top depth. In order to ewluate the use of DWM wind fields in the UAM 
appllcation versus those from the ROM·UAM interface, it is desired to Sx all the other input 
files except for the wind and ~ 80U%Ce data m... .To accommodate the hourly region 
top generated by the ROM-UAM interf'ace, UAMWND was revised to be able to input one 
region top value every hour. In addition, the original UAMWND requires diffusion break 
data starting at the same hour as the starting hour for the sjmnlatjon. This is iD.cozmmient 
when the diffusion break data me includes all episode ciaJa (2 to 3 days for this study) ID 
one me. Some statements :were incorporated in the UAMWND code to check the startms 
date and hour so that the ft:rst 24 or 48 bouts data ID the diifwlion break.data file will be · 
skipped if it is nmning for the second or third·day of the episode. 

Preparation of Input Data 

For the parameterization of terrain effects in Step 1 ofDWM, data of gridded terrain heights, 
gridded surface type, domain-mean wind and domain-scale stability information (tiT I dz.) 
are required. EPA gridded terrain heights from the regicmal ROM domain were used. In 
the gridded surface-type me, "0" was assigned for the grid-cell with more thau SOCJ'O of water 
occupancy whlle "1" was assigned for the grid-cell with more than 50% of land oCcupancy. 
This me was created mannally. The domain-mean wind was used for initializ-ation aud was 
generated simply by averaging all the surface (u, v) winds at the same hour. A domain.-mean 

_wind generated bY averacin& the overall measured u,.v data for each hour was calculated 
by the program met-ext .f, that was developed for the present study. 

For the objective. aualysis of Step 2, observational information. is requjied. Surface 
meteorological data were obtained from NCAR through NYSDEC. Upper-air radiosonde 
obsenatiolla are available from MDMS on the EPA NCC/IBM qstem. AD additional 
program, an-.D.f, was written to prepare input data files required by the PRESFC and 
PREUPR from the iDitia1 meteorological data. 

Treatment of User-Supp&ed P ... meters far DWM 
The DIAGNO (the ~WM core program) was ft:rst exercised a.cc:ording to the example P,I'O
vided 1D the EPA User's Guide [10] in which I3DCTW is set to 1, that is, both steps 
(terrain effect and objective analysis) embedded in the DWM were employed for calculating 

-
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Figure 5: A sample of pseudo-stations constructed around the UAM airshed. 



the griddecl wiDda. However, results employinc I3DCTW=O or 13TGTW=l are similar to each oth• (see Ylp1'8 6), and the wind field initialized by terrain efFects seemed to be generally diminished by the addition of observational iDformation to the Step 1 fleld. This 
is expected given the generally Sat terrain of the domabl which raqes from 0 to 6SO m 
(more than 70% of the area is below 150 m) above sea leveL All COJlditiODS UDder discussion 
are thus suitable for objective aualysis (Step 2) cmly. Ad'VaD.tages of u.siDs the objective a.nalYsia step without consideri:q the terrain e&ct inclucle the rem.oval of Dine parameters (domain-averaged temperature lapse-rate, c:ritical Ftoude munber, radius of idueDCe of terrain features, eetimat~ surface temperature, empiric:al panmetc that ccmtroJa the iduence of the kinematic efFects, u, t1-C0111ponent of the domain-mean wind, gridded terrain · heights aud surface type) which must be provided by the user to ccm.trol the caleulation of 
terrain efFect. In particular, the simulation results from Step 1 are highly seDSitive to the hourly domain-mean wind value.7 Since the Step 1 wind is replaced by the result from the 
objective analysis (Step 2) if it is located within a user de&ned iduence distauce from a 
station, use of objective aualy&is alone might be su.fBcient for those &l'e8S with relatively · 
dense obsenaticm networks. The pres8Jlt U AM domain includes 21 surface staticms, and 
there are 26 surface statiODS outside, but within 1° latitudeflcmgitude of the perim.etf.tr of the domain (see Ylp1'8 4). So, the use of Step 2 of the DWM (13DCTW=O) approach caa be ccmsidered to be more appropriate than the use of domNu-mean wind, which i:lrvolwl siszU!caut UJlc:ertainty. . 

EJrort was made to compare the DWM results of overlappmg domains, i.e. the New York, Philadelphia 8Dd Maryland domaiDs. Results from DWM for the New York domaiD. geuerally agree with observatiODS (see Figure 7(b) 8Dd (d)) before the U.AldWND conversion. Whm similar optiODS were applied to· the Pbiladelphia-NJ domaiD, however, the results were D.ot as expected (see Figure 7(b)). User-speci!ed parameters for input to DIAGNO for this example are displayed iD Figure 8. Y1gttte 7 shows sipi!c:aut deviatiODS within the 
area common to both the domains, Various problems could arise if the UAM predicticms for 
the area common iD two domains dift'er sigDiflca.utly; so, it is important to have CODSistet 
inputs, especially for the near-boundary areas. Input sm:face data sets were identical iD 
both studies for the common area. Both surface wind fields under examination were JlOi processed by UAMWND. A seDSitivity aualysis involving several rm11 and ccmtrollblg one 
parameter at a time showed that the major factors aft'ectillg accuraq of surface prediction 
from DWM are due to iDforma.tion from the elevated levels, especially. when the O'Brim 
vertical adjultmeDt option8 (IOBR) is activated iD the DWM calculation (when IOBR = 
1). 

Givm this &ct., toseth• with the Jack of sWBcieDt upper-air 8011JlCiinp in the preseDt 
1'nle hourly domain-meau. ( u, v) wiDd is app1iecl as 8D iDitial U'DifoaD We! for the wbole dom• at each ho'UI'. The iDitial &e1d is then adjusted a.c:cordiD& to local topo&raphy, stabDity index: obtaiMd from the temperatureJaps.rate, ancl a local Proude llUIDber etc. to accotd for the JdJlematlc effectl, slope flows, aDCl b1oc:kiDg e!'ectS of the terrain. The wiDd fleld generated by the Snt step of D~ is thus hi&hlY seasitive to this user-supplied 'VBriable. 
8Vertic:al velocities obtained from objectively-aaalyzed u, v fields may be umea6stic:a11y 1arp near the top of the model domajn due to propagation of the residues '"""'"'c from the dlwrsence 
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Figure 6: Comparison of the DWM wind fields for two hours on 7 July 1988. (a) and 
(c): Wmd field derived by incorporating both terrain effect and objective analysis 
methods for 040()..()500 and 1500-1600 hours respectively; (b) and (d): Wmd field de
rived by using objective analysis only for 0400-0500 and 1500-1600 hours respectively. 
Observed vectOrs ue ta.iled 'F an " * ". 
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Fipre 7: DWM wind fields for morning a.ud afternoon hours for two adjacent domains 
when applying the same data a.ud parameters listed in Figure 8. (a) a.ud (c) are for 
the Philadelphia-NJ domain while (b) a.ud (d) are·for the NY domain. 
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Fipre 8: Parameters (except for the domain-specific ones) used for generating DWM 
wind for both Pbiladelphia-NJ and New York UAM domains. Results are. shown in 
Figure 7. 
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modetmc clomam ( oDly one at Atla.utic City with twice-daily readings), it was decided that 
the O'Briea. option should be tumed off when using DWM. Farthezmore, the DWM wiDda 
must be processed by UAMWND, for COilVe1'SioD of the temporally- aud apatially-imariaut DWMl layers to those in the UAM which vary with the top of the domaiD and mmDg heisht· 
This process includes a built-in O'Brien procedure. Therefore, even if the O'Brien option is suppressed in DIAGNO, the wind field still receives a vertical adJustment before input 
to the UAM. So, in order to miDimir.e the influence from information aloft, au iDcreaaed 
surface layer height (from 50 m to 150 m) was assigned to the Srst number of the CFJ.I.zs. 
The highest level of the CELI.zB was set to be high enough to include the hourly repon 
top value which is, at a maximnm at'Ound 2000 m. The thidmess of vertical layers roughly 
increases from 150m at the sarface to 500 m near the top without special c:onsideratiou due to limited information aloft. 

Even when the O'Brien adjustment can be avoided, problems for upper-air calculatiou 
are still left UDSOlved. There are three ways of iDterpolatiDgJextrapolating upper-air 1riDd fields, depending on the value assigned to IEXTRP: 

• IEXTRP==l: No extrapolation from the surface wind data; upper-air winds are interpolated using information from available upper-air reacfiDp. Although data from. 
three upper-air statioDs were ccmsidered in the presezat.study. in addition to the cme 
located within the domain, the CODtn"butioD from the remote staticms when applyiDg 
inverse-distauce weight schemes is mbdmaJ 

. • IEXTRP=2: Extrapolation from surface winds is done using a power law proille. 
This results in the surface winds propagating to the upper levels without ccmsiclering 
information from upper-air soundings. The reliability of this result is questioDable. 

• IEXTRP ~ 3: Extrapolation from surface winds is done using the values provided for 
FEXTRP. Again, there is DO basis for selecting values for ext:rapolaticm. 

A great ccmstraint of DWM is the inability to simulate reliable upper-air winds when iDsuf
ficient information is supplied. Howeyer, this situation is DOt UDUSUa1 for a mesoscale area 

-with relatively few upper-air sites. Furthermore, soundinp are routinely taken only twice 
daily. Poorly c:a1cuJated wind fields from aloft, for which there is DO way to determine the accuraq, c:ou1cl result iD seriously deviating predicticms of surface ozone ccmcentratioD due 
to vertical t.raDsport. 

ID emnm'Q', the following values of critical DWM parameters were employed iD this 
study: 

mjnimizadcm pzoc:edure. So, the O'Briea. wrtic:al adjustment procedw:e (18] was sugested to modify the wrtic:al wind c:omponeats (a1) for tD to be zero at the moclel top (15): 

Wt(Z) = W'(Z)- (Z/Zw,)W'(Zw,), (1) 
where W2 is the vertical wiDci as adjusted from the orisiDal wrtic:al COIIlJ)OIUIDt W' at Z heisbL Since an iteration of the citwrpnce m;,;,;.mion procedure wU1 be followed by au O'Bric adjustmeat, the hodzoDtal wiDci componeats ( u, v) c:an easily be cbaDgecl sreatJ:y from the obeenatioDs. 
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• 13DCTW: It was set to "0" to process objective aualysis cmly. 

• IOBR: It was set to "< o- to tum off the O'Brien procedure. 

• IEXTRP: It was set to "1" to make use of all the available mformation in the 80UDding 
data. 

The values of the parameters for generating DWM wind fields for the presem study are 
presented in F"~ 9 anc:l are further discussecl in [8]. · 

Treatment of Mixin1 Hei1hts 
In the present study, mixing height ("difFusion-break") fields for each day of the 
episodes under consideration were obtained using the RAMMET-X and MIXEMUP[5] 
codes. Since it is known that UAM calculatiollS c:a.n be quite &eDSitive to the mhdug 
height field (20] the following evaluatiollS were performed in this study: 

• Evaluation of the performance of UAM when using spatially-iD:variaDt vexsus 
spatially-varying mixing height fields. 

• Evaluation of the performance of UAM when using either of the two mmug 
height algorithms. 

Results of this performance evaluation are summarized in Section 5. 
Spatially-in'V3.1iu.t mixing heights were generated from surface and upper-air data 

measured at Atlantic City, NJ. To generate spatially-varying mixing height fields data 
from all the. class A surface statiollS within the domain as well as data from the closest 
four upper-air statiollS within (Atlautic City, Albany, Stering, and Wallop) were usee!: 

The following procedure was followed to generate spatially-VBl'Yinc m.bring height from 
RAMMET-X: 

• Accessed all the class A surface statious within the c1omaiD. 

• Accesnd the following four upper-air stations within aud close to the domain· Atlantic 
City, Albany, Sterir&g, and Wallop. 

• The da1111t upper-air station data were assumed to apply to surf'ac:e statiODS so that 
ca1c:aJated daily extteme mbring heights from MIXHT could be assiped to the location 
of eadl surf'ac:e statioD. 

• The daily mmmum aud mjnjmmn mbing heights for the particular location of each 
surface station were then combiDed with the surface readinp to generate hourly mix
ing heights .from RAMMET-X. Data calculated by the RAMMET-X package were 
subjected to a 3-poim: smoothing teclmique to minimize iDordiDate variation of the 
diu:maJ. mixing height proAle. 
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Figure 9: Parameters used for generating DWM wind in the present study. 



;: ,.. 
.• 

New J__, • Phladelpllla CMSA Ozone SIP TedlalaiSupport Docamenlatloa Summar, 21 

• BecauM the class A surface statiODS are not eveDly distributed, abrupt fluc:tuatiODS are 
frequeDtly observed in the interpolated mixing heisht fields from DFSNBK. Several 
"alias" statiODS were assumed to exist at some places to minjmia the pattern: 
To avoid an abrupt change of the mixing height gradient from inlaud to coast, an 
"alias" surface station denoted as ABE2, using data from station ABE was assumed 
among statioDS AVP, ABE and EWR; another "alias" surface station denoted as 
CXY2, using data for.m station CXY, was assumed amcmg statiODS CXY, IPT and 
AVP. In order to describe the sea/]aud features of the mi'lringlayer for the UAM 
Philadelphia-NJ domain, which includes a large portion of coastal area, twO coastal 
"alias" surface sites denoted as ACY2 and ACY3 using data from station ACY and 
two "alias" buoy statiODS denoted as WTR1 and WTR2, using composite data from 
station ACY and JFK, were thus "set up". Figure 10 shows the locatiODS ·of these 
sites. 

• A total of 21 sets of mi.'lring height data were derived for input to DFSNBK • the 
UAM preprocessor for generating the diitusion break flle for input to the UAM. An 
inverse distance {1/ R) weighted scheme, embedded in the original DFSNBK, was used 
for iDterpo1ati:ag mixing height values at grid locatiODS other t1)au the 21 site points. 
The resultant mixing height field shows significant gradients close to those 21 pointe 
_and a close range of values ia propagated to equidistrmt points from the sites. So, 
"bulls-eye" like pattems appear in the isopleth plots of the "raw" miring height fields. 
After the interpolation scheme in DFSNBK was replaced by that of an imerse distance 
squared {1/ Jl!) weighted scheme, the "bulls-eye" pattems were diminished but were 
still present. A 5-by..S.point smoother was introduced into DFSNBK after the inter
polation scheme and before output. So, a more acceptable spatially-varying mixing 
height field was then: obtain.ed. 

The preparation of input data for :MIXEMUP was generally simi1arwith that for RAMMET
X except that, for the 1988 episode, two additional surface sites, located at power pltmts in 
the domain, were also used. 
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Figure 10: Stations used to coDStruct spatially-varying ~bdng heights. 
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4 EMISSION .INPUTS 

This section summarizes the methodologies used in accessing and processing the emis
sions databases from state agencies. EPS2.0' was used to develop spatially and tem
porally speciated ozone precursor emissions for the episode days from county-level 
base year emission inventories. The latest version of EPS2.0 was ported from NCC to 
the network of Sun workstations of the Computational Chemodynamic:s Laboratory 
(CCL) of EOHSI. Each of the five states in the New Jemey - Philadelphia CMSA 
- Delaware Valley. domain was required to develop 1990 Base Year SIP inventories 
for peak ozone day emissions from point and area sources and day-speciflc emissions 
from mobile sources for each of the episode days. 

For the modeling project, the point and area source emissions provided by the 
states were peak ozone day estimates for 1990, while mobile source emissions were 
provided on a daY-speci1ic basis, from MOBILE-a& l'UDS. Day-speciflc mobile emis
sions were not aw.ila.ble for Maryland for all episodes and for New York for the 1987 
·and 1991 episodes, and the interim emissi~ inventory developed by EPA was used 
in these cases.10 The point and area source data provided by states were in the for
mat of standard EPS2.0 work:6les [1]. Em"issions from mobile iources were given in 

. various formats by different state agencies. The emissions files provided by states 
and the dates when they were received at the Ozone Research Center 8l'e listed in 
Table 10. Detailed disc:ussion of the information contamed in these files, as well as a 
discussion of emissions data-related problems and of the history of their resolution, is 
presented in a Technical Support Document [8] of the Ozone Research Center. That 
document also contains Tier I and II reports from RPRI'EM module of EPS2.0, for 
each emissions category for each state in the domain a.re& and a detailed analysis of 
the differences between the 1990 State Inventories and the corresponding EPA Interim 
Inventories. 

Day-specific emissions from biogenic sources, were obtained from the ROM-UAM 
interface system [2]. The total biogenic emissions in the domain for the three base case 
episodes under consideration 8l'e summarized in Tables 12, 14 and 16. The spatial 
distribution of VOC and NOx emissions from biogenic sources in the domain can be 

1The En lnione Pnprocessor System (EPS2.0) is a set of modules thai perform data-inteasive 
m.aaipuJafiloll nee aary to adapt a COUDty·level azmual or seasonal enission b:lveatory for ~ 
chemical mocteBns use. -

10Thousb the iDitia1 deacfline t'or submissioD of the emissicms data from the states was NGW~D-
ber 15, 1993, the deadUne was missed due to various problems faced by different state agmcies 
in processing and uploading accurate data for modeliDg activities. The 1990 base ,ear emjssicma 
inventories for the Philadelphia/New Jersey Domain were ftaalised em August 24, 1994. W'J.th ~ 
exception of NYSDEC, who are CODDeCted to the lDtemet, and NJDEP, all the other state agmcies 
provided. data on EPA's NCCfiBM. 



· found in [8). 

Backcastln1 and Forecastin1 Base Case Emissions from 1990 In-ventories · 
With the exception of Delaware, which provided its owu backcasting projection fac
tors, EPA's Bureau of Economic Analysis factors were used to adjust the 1990 base 
year emissions to the episode years, {July 6 - 8, 1988, June 14 - 15, 1987 and July 18 
- 20, 1991) for the other states. This was accomplished through use of the CNTLEM module in EPS2.0. Tables 11, 13 and 15 show a typical peak ozone day's emissions 
from each state in the domain for point md area sources and day-specific emissions 
from mobile sources for the 1988, 1991 and 1987 episode days respectively. (Tables 
summa.rizing the total emistions from each source category for the three episodes aie 
presented in Section 6). 

-
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Table 10: Dates and names of emission files received from State Agencies 

State I Source Category I Date Name of Datafile 
Delaware Point Jan 11, 1994 JOJYDEA.EPS2DE.C 

Area Jan·07, 1994 WYGVDEA.TOTALCTY .AREA.EMISSION 
Offroad Mobile Jan 07,1994 WYGYDEA.TOTALCTY.AREA.EMISSION 
Onroad Mobile May 09.1994 JULY1988.ZIP 

JULY199l.ZIP 
JUNE1987.ZIP 
JUNE1988.ZIP 

M.-yland Point May 04,1994 WJSYMYA.AFSTES11 and AFSTES12 
Area Feb 23, 1994 WJSYMYA.AMSBASE1 and AMSBASE2 

Feb 23, 1994 WJSYMYA.AMSTESll and AMSTES12 
Offroad ~obile Feb 23. 1994 WJSYMYA.AMSBASE1 and AMSBASE2 
Onroad Mobile Mar 18,1994 WJSYMYA.HWYMOBL1 and HWVMOBL2 

New Jersey Point Apr 19,1994 nj_pnts...90.apr.19 
Aug23,1994 nj_pnts..90.aug.23 

Area Mar 23, 1994 njarea-90.mar23 
Off'road Mobile May 11,1994 off'..hway.may11 
Onroad Mobile Mar 30,1994 july-(5-11 )M.dat 

Jan 26; 1994 june-(18-23)-88.dat 
Jul20,1994 jun-(14-15)..87 .txt 
Jul21, 1994 jul.{1.8-20).91.txt 

New York Point Feb ~.1994 90..pt_po.ny1.eps2 
Area Jun 06, 1994 NY90AR 
Offroad Mobile Jun 06, 1994 NY90AR 
Onroad Mobile Feb 18.1994 mv-(5-11 ).erni 

Pennsylvania Point May 06,1994 WJZVPAA.EASTPA 
Area Feb 22, 1994 RXIYPAA.PADATA 
Offroad Mobile Feb 22. 1994 RXIYPAA.PADATA 
Onroad Mobile May 09,1994 mv070(5-8)88.ern( a-f) 

May 12,1994 mv070(9-10)88.em{ a-f) 
Jul06, 1994 mv06(14-15)87.em( a-f) 
Jul 11. 1994 mv07(16-20)91.ern( a-f) 
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Table 11: State level emissions from anthropogenic sources fOr 1988 {from EPS2 GRDEM. outputs) 

State 
Delaware 

New Jersey 

New York 

Source Catepry 
Point 
-~ 

• July_§ 
Mobile - July 7 
Mobile - July 8 
Point 

Mobile - July 6 
. Mobile - July 7 
Mobile - July 8 
Point 
Area 
Mobile - July 6 
Mobile - July 7 
Mobile,· July 8 
Point 

Mobile - July 6 
Mobile - July 7 

-July 8 

·- {Tons/day) 

122.6 43.9 51.9 
43.1 101.8 227.9 
~1 53.3 294.0 
21.9 58.7 302.4 
22.8 42.9 264.6 

222.4 31.5 299.4 
65.5 176,5 397.6 

109.9 108.9 873.6 
109.9 108.9 873.6 
109.9 108.9 873.6 

1070.8 404.5 172.2 
262.5 758.5 . 1775.2 
375.4 587.6 2ti04.0 
373.9 600.1 2651.6 
369.6 675.3 2800.0 
231.4 53.2 38.5 
141.2 345.4 803.6 
216.6 523.0 2884.0 
216.0 531.0 2884.0 
215.1 588.7 2968.0 

Pennsylvania 1-Po:-oc-·n_t ----t---:982.~7rl-:345:::7%'.~7 ......-~7::::47~.511M 
Area 340.2 742.4 1402~ 
Mobile - July 6 218.0 509.4 3444.0 
M~b!Je - July 7 · 218.9 450.7 3276.0 
Mobile - July 8 2~6 494.3 3416.0 

Table 12: Total emissions from biogenic sources for the entire domain for 1988 (from 
EPS2 GRDEM outputs) 

July6 
July 7 
July 8 



Table .13: State level emissions from anthropogenic sources for 1991 (from EPS2 
GRDEM outputs) 

State Source Category 
EmiiiiOiii {Tons/day) 
~ _VQC (;'! 

, .. Point 128.i 44.9 53.5 
Area 39.4 1«XJ.9 220.4 
Mobale ·July 18 22.4 ~.5 218.1 
Mobile • July 19 22.4 31.6 215.3 
Mobile • July 20 22.2 35.4 227.6 

···-.~-.... Point 222.4 31.5 299.4 
Area 65.5 177.6 403.2 
Mobile • July 18 107.5 115.3 896.0 
Mobile • July 19 107.5 115.3 896.0 
Mobile· July 20 80.7 86.4 672.0 

New Jersey Point 1121.1 412.2 117.7 
Area 274.7 _796.0 1890.0 
Mobile • July 18 382.7 7or.3 2968.0 
Mobile • July 1i 383.7 661.7 2940.0 
Mobile· July 20 379.8 755.4 3080.0 

New York Point 241.7 55.2 40.1 
Area 148.1 359.1 803.6 
Mobile • July 18 286.4 333.1 2763.5 
Mobile • July 19 286.4 333.1 2763.6 
Mobile • July 20 214.6 249.7 2072.0 

Pennsylvania Point 1024.9 358.5 712.7 
Area 360.8 ~.8 1495.2 
Mobile· July 18 199.9 264_J_ 2262.4 
Mobile • July 19 199.5 260.8 2262.4 
Mobile • Ju~ 20 204.8 266.4 2357.6 . 

Table 14: Total emissions from biogenic sources for the entire domain for 1991 (from 
EPS2 GRDEM outputs) 

July 18 
July 19 
July 20 
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Table. 15: State level emissions from anthropogenic sources for 1987 (from EPS2 GRDEM outputs) 

(Tons/day) 
State Source CateprJ NUX voc;; c;;o - ,,... Point 131.2 44.7 53.3 

Area 36.8 98.3 208.9 
Mobile - June 14 22.7 52.7 280.0 

· Mobile - June 15 21.7 ~7 324.8 

···-.~-··-
Point 212.9 139.5 366.0 
Area 60.6 163.0 350.0 
Mobile - June 14 104.6 111.8 868.0 
Mobile - June 15 104.6 111.8 868.8 

New Jersey Point 1045.0 399.6 169.5 
Area 253.7 711.0 1691.2 
Mobtle - June 14 380.3 547.6 2455.6 
Mobile - June 15 3n.o 650.8 2783.2 

New York Point 225.6 52.8 37.5 
Area 140.8 350.9 744.8 
Mobile - June 14 330.4 470.3 3444.0 
Mobile .. June 15 330.4 470.3 3444.0 

• _ ---~ vanaa Point 975.7 346.9 791.2 
Area 328.9 789.3 1352.4 
Mobile - June 14 241.5 468.1 3556.0 
Mobile - June 15 227.8 562.3 3780.0 

Table 11: Total emissions from biogenic sources for the entire domain for 1987 (from 
EPS2 GRDEM·outputs) 

June 14 
June15 

• 
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5 BASE CASE PERFORMANCE EVALUATION 

Base-case simulations of the three selected ozone episodes were performed for July 
6-8, 1988, for June 14-15, 1987, and for July 18-20, 1991 using first the EPA Interim 
inventories and then Inventories derived from the 1990 State emission inventories, 
as described in Section 4. Simulations were run employing a variety of alternative . 
meteorological inputs to study the relative changes in model output. Combinations 
of meteorological inputs used for all three episodes included: 

1. windfields from ROM 22 and spatially uniform mixing height for the domain, 

2. windfields from ROM 22 and spatially-varying mixing height for the domain, 

3. windfields from DWM and spatially uniform mixing height for the. domain, 

4. windfields from DWM and spatially-varying mixing height for the domain. 

Spatially UDiform mixing heights were calculated using RAMMETX while spatially
varying mixing height field for the domain were calculated using the MIXEMUP 
code, as described in Section 3. In some {mostly the early ones) of these diagnostic 
simulations of the base-cases, a smaller computational domain of 42x55 cells was 
employed that did not extend as far to the west and south as the final computational 
domain. Additional base-case simulations of the 1988 episode also considered the 
eft'ect of reducing the resolution of the UAM grid to lOx 10 km2 cells: these simulations 
are identified by "(10)" following .the run identification number in the tables that 
fullow. · 

The performance of all base-case simulations for ground-level ozone predictions 
was evaluated using the data from the air quality monitoring stations in the domain 
(Figure 2. The first day of each sim~on was treated as a modeling initialization 
day; ~' the performance evaluation considered only the subsequent days in each 
simulation. Results of the statistical model performance ewluations are summarized 
in Tables 17, 18, 19; 20 and 21. The definitions of the statistic:il measures for model 
performance evaluation used in these tables are as follows: 

Unpaired peale prediction accuracy (A.): 

where, 

A_ = Cp (:z:, t) -Co (:z:., t_) X 100 
c. (:z:., t.) 

• A. = quantifies the difFerence between the magnitude of the peak one-hour observed 
value and the peak predicted one-hour value iD the modeliDg domain 
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• ep(:.r, t) - peat predicted value. 

• eo(z.,t.) =unpaired peak observed ~ue. 

Avera1e station peak prediction acawacy (A): 

1 N 
A= :N!!IA.il 

where, 

where, 

An = Cp (zpi, tp) - c. (ze, !p) x 100 
Co (Zpi, fp) 

• A= mean paired peak prediction accu:racies averaged ewer all monitoring site locatiODS 
• Aa · == paired peak prediction accuracy at each monitoring site. 
• c,(z,e, fp) = paired 11 predicted wlue at .each monitoring site location. 
• c.(:z:,., fp) - paired peak observed wlue at the monitoring site location. 

Normalized bias test (D*): 

D* = .!. E c2 (zp~, fp) - Co (:.rpi, tp) 
N ial Co (:.r,e, fp) 

where, 

• D* = normalized bias obtained from all hourly predictiOn-observation pairs. 
• N = number of hourly predicticm - observation pairs from all monitoring sites for a particular day. 

• c,(:z:,., t,) = hoUrly paired predicted wlue at each mcm.itoriDg site. 

• C0 (:.rpt,t,)·• hourly paired observed wlue at each monitoring site. 
1111pab:ecl" dehed aa the predicted value from the 9 grief squares surrouncfJDg the moDitoriDg site 1ocatioD which molt closely matches the observecl value. The predic:tecf value obtained within :i::l hour of the time of the obeerved value.. 
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Bias of d ....... > 60 ppb (Deo): 

1 N 
Deo = N L G'p (:p, t,) - c. (spi, t,} 

i=l . 

where, 

• Deo = non-nonnaUHci bias from all hourly prediction-observation • for observed 
values > 60 ppb. 

• N = number of hourly prediction-observation pairs from all mcmitoriDg sites for a 
particular day and for all observations > 60 ppb. 

• c,(s,., t,) = hourly paired predicted value at each mcmitoring site. 

• c.(sp~, t,) = hourly paired observed values at each monitoring site reporting > 60 
ppb. 

~las of aD station pules (D,.a): 
1 N .. . 

D,-, = -N L c, (:pi, t,) -c. {s,a, t,) 
tal 

where, 

• D'Jiflllll = non-normalized bias from all predicticm-observation pairs for peak observed 
values at all monitoring sites. 

• N = number of prediction-observation pairs from all monitoring sites.· 

• c,c:~:,., t,) = paired predicted value at each mcmitoriDg site. 

• c,c:~:,.,t,) =paired peak observed value at each mcmitoring site. 

Gross error for aD pairs > 60 ppb (84) 

B4 = ,l f IC2 (zp~, t,) -c. <=e, t,) I 
N ._1 Co {:~:,., t,) 

where, 

• .84 · • DO!'!D•UHd grosa enor for all hourly prediction-obsenation pairs for hourly 
obwnwd values > 60 ppb. 

• N = number of houiiy prediction-observation pairs from amcmg all mcmitoriDg sites 
for a particular day for observed values > 60 ppb • 

• c,(:~:,., t,) =.hourly paired predicted values at each mcmitoriDg site. 

• c,c:~:,., t,) = hourly paired observed value at each monitoring site for observations 
> 60 ppb. 



Dlsa••lan of the Statistical Performance Measures 
Paired Petllc E~ Accun&Cfl. The paired estimation acc:uracy examines the discrep
ancy between the magnitude of the peak one.hour average concentration four cell weighted 
average determined by simple bilinear interpolation among the four grid cells nearest the monitoring location. 

Temporallg-PtWretl Peale &tim.atiora ACCVGC:f. The temporally-paired peak estimation acc:uracy examines the model's ability to reproduce the highest observed CODCeDtration iD 
the subregion SUlTOunding the monitoring station at the same time of oc:cu.mmc:e of the 
measured mamnnm &laxation of the spatial-pairing requirement could be allowed, up to a maximum subregional distance of 2S km. 

Spatially-Paired P.:lc :&timatiMa ACCVGC:J. The spatially-paired peak estimation accu
rai!Y describes the discrepaucy between the mapitude of the peak one-hour average ccm
centration measurement at a monitoring station and the hishest eetimated coucentration at the same monitor, within. three hours of the peak. When interpreted along with otha' · 
measures it provides insight into the reasonableness of the simulated transport proceiSe8 leacUng to the maximum concentration. 

Unpaired PeiJlc E~ ACCUf'C&t. The unpaired peak estimation accurac;y desc:n"bel 
the difference betw~ the magnitude of the peak ODe hour average observed conc:ea.traticm 
and the highest value estimated an;ywhere iD the modeling resion. TJUs is the least ,stringent 
of the peak estimation accuracy measures. . 

Aven~ge St4tion Peolc :&timatiMa Accuracy. The aerage station peak estimation ac
curac:y is the mean of the spatially-paired peak estimation ac:curades averaged over all 
monitoring station locations. It is calculated by flrst deta.1:mining the .spatially-paired peak 
estimation accuracy at each monitoring station and then averaging over all these values. 
The temporal oftiet between estimated and observed maximum at any monitoring station 
should not exceed three hours. The average station peak estimation ac:curac:y descn"bes how well the maximum concentrations throughout the monitoring network are reproduced. . 

Mean Bitu. The mean bias (i.e., mean bias error) is calculated both as a residual quantity 
and one that is normalized by the observed concentrations. The bias is determined fron the 
average signed deviation of the conceutration residuals. It indicates the degree to which 
observed one-hour c:cmcentrations are over- or underestimated. Based on the ensemble 
of estimation-obaenation pairs, this measure reveals the presenCe of systematic deviation 
from obaenecl concentrations. The non-normali?.ed bias is calculated to aid in developiDg 
a robust data base on photochemical model performnce evaluation. The mean normalized 
bias, genera~~,. of p-eater interest, is useful in identifying s,ystematic errors in the model's 
temporal or spatial response. Since the bias reveals. the tendenc;y for qstematic over- or 
undere&timmon, it should be zero iD the ideal case. Caution must be -exercised iD the 
interpretation of bias because it is possible for 1arp, com.peDSatiDg subregional biases to 
produce a mean zero eetimate. . Vc&ritmee. The variance of the distribution of residuals descn"bes the dispersion of the 
residual distn"bution about the mean. As the seccmd moment of the conc:entration residual 
distribution, the variance is a measure of the average "spread" of the residuals, independent 
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of auy~Y*!"'Jatic bias in the estimates. The variance provides no direct information about 
subregicmal ema or about Iaqe disc:repeDcies oc:c:urrlng within portions of the diumal 
cycle. 

Grou Error. The 1f088 error describes the average absolute sig:o.ed deviation of the ~ 
centration residuals. It indicates ths average (signed) discrepauc:y bet.weeD. hourlJ eltim•tes 
aud observatious, aud is on of the most useful measures for com.parlng different model sim
ulations. The normaliad gross error is a robust measure of overall model perlonD&D.ce, 
representing the average error in estimation. 



.. 

Table 17: Svmma:ry of model performance evaluation statistics for surface ozone 
concentrations (ppb) on 7 July 1988 (observed max= 210 ppb) for the Phliladelphia
NJ UAM simulations (cuto1f = 60 ppb). 

Unpaired Predicted Acartacy:; iieak ~-~~l Run 100 • • 4 Max {~Pbl l'iirecl T:Jiiliid $-Paired ~npa;red 
Base case 11 269.1 -29.04 13.12 -2.04 28.14 Base Caie 21 304.6 -44.04 27.82 -2.72 45.05 Base Case 31 297.0 -24.C» 28.94 -14.93 41.43 Base Case 41 276.4 -7.51 -12.86 7.51 31.&2 Base Case 1S 178.0 -51.72 -32.43 -43.68 -15.24 Base Case 25 194.0 -30.78 -16.34 -21.59 -7.62 Base Case 2Sa 189.0 -36.36 -21.44 -28.37 -10.00 Base Case 35 267.4 -40.80 10.51 -18.81 27.33 Base Case 45 201.0 -21.42 -20.44 -14.00 -4.21 Base Case 4Sa 18e.O -30.22 -28.41 -21.24 -11.43 . Base Case 11(10) 229.3 -26.12 -9.17 -16.21 9.19 Base Case 11(10)u 235.2 ·2L71 -5.13 -12.34 12.00 Recommended 
Min. Value NA NA NA :1:15,.., 20 

Normalized Bias Mean B'~a~ Normalized Error Gross Emir Variance Run 10 (%) (ppb) (%) (ppb) (ppb2) 
Base case 11 20.16 12.7 37.82 33.6 1874 
Base Case 21 13.83 8.2 33.93 31.2 1530 Base Case 31 10.91 7.1 -27.73 -25.3 1052 
Base Case 41 -9.9 -4.2 28.29 26.2 1121. 
Base Case 1S 3.69 -2.5 25.22 24.2 1043 
Base Case 25 11.27 4.6 20.47 27.6 1111 
Base Case 2Sa 4.11 -1.3 28.31 26.4 1055 
Base Case 35 12.27 7.4 27.64 24.9 999 
Base Cate4S 6.91 1.6 25.58 23.4 822 
Base C..& ..().74 -5.0 24.34 22.9 809 
Base Case 11{10) 25.74 12.7 41.33 28.8. 1395 
Base Case 11(10}u 33.90 18.5 45.72 30.9 1418 
Recommended 
Min. VaJue :1:5,..,15 NA NA 30,..,35 NA 

0 1: interim, S: state blveatory. 
•t: ROM 22 wind./umform mixht, 2:· ROM22 wiud/s-'V8l')'iDg mixht, 3: DWM wiDd/UDiform 

mixbt, 4: DWM wiuci/s-wryiu& mixht 
•a: UAM domain-3 (52x58) 
tlu: updated ROM boundary CODditioD. 

Averal! 
36.37 
32.05 
-24.38 
29.53 
20.05 
29.87 
28.03 
27.44 
25.71 
21.51 
40.53 
40.66 

NA 
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Table 18: SUD 
concentratiou ( 
NJ UAM simula 

Run 10 
LM case 11 
Base Case 21 
Base Case 31 
Base Case 41 
Base Case 15 
Base Case 25 
Base Case 2Sa 
Base Case 3S 
Base Case4S 
Base Case 4Sa 
Rec:ornmended 
Min. Value 

211.11 
1n.o 
1e&.O 
273.8 
215.0 
213.0 

Normalized Bias 
(%) 
7.23 
4.94 
21.90 
18.82 
4.90 
11.94 
7.95 
15.59 

. 20.14 
15.eo 

:1:5-15 

4J: iDterim, S: state invemory. 

u.ut 
-37.46 -30.03 
-38.58 -32.84 
-ll.D6 22.07 
-42.57 -13.04 
-39.95 -10.84 

NA NA 

Mean Bias Normalized Error 
(ppb) . (%) 

1.1 26.74 
-2.4 27.22 
14.4 36.77 
12.5 28.81 
-1.3 27.93 

.-3.8 . 28.98 
0.8 27.46 
12.0 29.97 
13.2 30.e& 
10.1 26.39 

NA NA 

61: ROM 22 wind/UDifozm mixht, 2: ROM22 wind/a-varying 
mixht, 3: DWM wind/UDifozm mixht, 4: DWM wind/a-varying 
mixht 

0a: UAM domain-3 (52xS8) 
du: updated ROM boundary condition. 

._. 
;tU.43 17.34 

-19.74 0.48 25.66 
-36.49 -18.57 24.66 
-38.58 -20.00 24.07 
·10.50 30.38 19.43 
-36.85 2.38 22.17 
-35.81 1.43· 20.66 

NA :1:15-20 NA. 

GiOiS Emil' variance 
(ppb) (ppb') 
24.8 969 
25.8 1013 
27.4 961 
25.1 868 
26.4 1167 
26.3 1067 
25.3 1011 
27.4 1117 
26.4 956 
22.8 800 

30-35 NA 
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Table 19: Summary of model performance evaluation statistic:& for surface ozone 
concentrations (ppb) on 15 June 1987 (observed max= 190 ppb) for the Phliladelphia
NJ UAM simulati~DS (cutoff= 60 ppb). 

Unpaired Predicted 
Aa 01 PU\.1:• 'W Run 100 6 Max ppb Paii'id T- ired npaftd 

Base Case 11 170.9 -49.42 -47.12 
Base Case 1S 174.2 -47.23 -42.23 
Base Case 2S 179.8 -47.74 -41.90 
Base Case3S 207.9 -12.68 6.50 
Base Case 45 210.9 -13.77 8.51 
Recommended 
Min. Value NA NA 

Normalized Bias Mean Bias Normalized error 
Run ID (%) (ppb) (%) 
Base Case 11 -2.05 -3.8 18.5 
Base Case 1S -4.22 -5 18.86 
Base Case 2S -2.96 3.9 18.89 
Base Case 35 14.2 10.5 29.78 
Base Case 45 16.06 12.3 30.37 
Recommended 
Min. Value ::1:5-15 NA. NA 

·I: ~ S: state bmatory. 
•t: 110M 22 wfDd/umt'orm mixht, 2: ROM22 wfDd/s-varyi:ag 

mixht, 3: DWM wincl/UDiform mixht, 4: DWM wiDd/s-varyi:ag 
mixbt 

-38.85 -lO.OS 
-31.91 -8.30 
-31.()1 -5.39 
-10.79 9.40 
-J.2.05 11.01 

NA :1:15-20 

GrOll Error. Variance 
(ppb) (prb') 
16.1. 418 
16.6 426 
16.7 433 
25.5 952 
25.9 958 

30-35 NA 

NA 
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Table 20: Summary of model performance evaluation statistics for surface ozone
concentiatioDS (ppb) on 19 July 1991 (observed max = 150 ppb) for the Philadelphia
NJ UAM simulations (cutoff= 60 ppb). 

Unpaired Predicted Accuracy of Peak =tes ~~l 
Run 100 6 • 4 Max {ppb} l'alred· T-ISilnld ~= ~npaliii Averal! 
Base case 11 148.0 -20.25 -7.86 -13.04 -.1.33 20.26 
Base Case 15 154.0 -19.30 -6.02 -13.56 2.67 23.12 
Base Case 2S 175.3 -14.82 -7.n .0.22 16.87 24.45 
Base Case 3S 160.0 -12.08 1.76 -8.35 6.67 24.28 
Base Case 45 160.0 -7.96 10.82 -3.93 16.73 25.40 

Base Case AS 155.0 -22.07 -14.85 -20.61 3.33 22.04 
Base Case as 151.0 -15.61 -9.66 -15.61 0.67 22.21 
Base Case cs. 172.4 -12.43 -4.33 ·11.08 14.93 19.97 
Base Case OS 155.0 -16.56 0.12 -8.52 3.33 19.61 
Recommended 
Min. Value NA NA NA :1:15-20 NA 

Narmalized Bias Mean Bias Normalized Error Gross errcr Variance 
Run ID (%) (ppb) (%) (ppb) (ppb') 

Base Case 11 20.66 13.5 27.54 20.3 412 
Base Case 15 21.38 14.2 28.37 20.9 437 
Base Case 2S 22.84 15.4 29.91 22.1. 447 
Base Case 3S 19.97 13.3 29.51 22.4 689 
Base Case 45 24.26 16.6 35.()3 26.3 79o 

Base Case AS 12.83 7.6 24.35 18.5 480 
Base Case 85 12.81 7.6 25.19 19.1 529 
Base Case cs . 13.08 7.7 26.66 20.4 562 
Base Case DS 11.41 6.6 25.70 20.0 555 
Recommended 
Min. Value :1:5-15 NA NA 30-35 NA 

•1: iDterim, S: state ilma.tory. 
•1: ROM 22 wiDcl/UDiform. mixbt, 2: ROM22 wiDd/s-varyiDg mizbt, 3: DWM wiDd/UDiform 

mixht, 4: DWM wind/a-~ mb:bt 
•A: ROM 22 wind/RAMMETX mixht, B: ROM22 wiDdfMIXEMVP mb:bt, C: DWM 

whiclfRAMMET mixbt, D: DWM wind/M]XEMUP mixht 
"1, 2, 3, ck 4 are for UAM domaiu-2 ( 42 x 53); A, B, C & D are for UAM domain-3 (52 x 59) 

and with spatially-varyiDs mixing height. 
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Table 21: S1im:m~ of model performance evaluation statistiC. for surface ozone 
concentrations (ppb) on 20 July 1991 (observed max= 180 ppb) for the Phliladelphia-NJ UAM simulations (cutoff= 60 ppb). 

Unpaired Predicted Accura 
Run 100 • 0

" Max (ppb) Paired "i"-Palrid npalred Averal! Base Case 11 155.0 ...o.s -27.50 -13.89 13.51 Base Case 1S 164.4 -34.82 -20.37 -8.17 133 Base Case 2S 202.0 -20.09 11.39 12.22 15.&2 Base Case 35 218.8 9.33 16.12 21.56 21.35 Base Case 4S 303.8 35.80 57.60 17.78 30.15 

Base Case AS 197.9 ·26.97 3.0S 26.15 9.94 13.53. 
Base Case BS 183.6 -28.10 -15.02 -28.10 2.00 13.12 Base Case cs 190.0 1.52 4.41 1.52 5.56 14.41 Base Case OS 190.3 -14.05 -12.70 ·14.05 5.72 11.89 Recommended 
Min. Value NA NA NA :i:15- 20 NA 

Normalized Bias Man Bias Normalized Emif Gross Error Variance Run 10 (%) (ppb) (%) .(ppb) (&l 
Base case 11 8.23 4.8 20.o7 17.6 5S7 Base Case 1S 10.18 7.1 20.68. 18.0 540 Base Case 2S 8.83 7.3 23.00 20.3 674 Base Case 35 15.49 12.1 26.94 24.0 785 Base Case 4S 15.30 13.3 29.57 26.9 1089 

Base Case AS 2.53 1.2 23.44 20.6 750 
Base Case BS -1.56 2.8 21.02 18.5 617 
Base Case cs 7.01 5.2 24.21 21.5 795 
Base Case OS . 2.12 0.3 20.45 18.1 -Recommended 
Min. Value :1:5-15 NA NA 30-35 NA 
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'6 FUTURE BASE CASES AND CONTROL STRATEGIES 

Projection of Emission Inventories 
Projection factors for emissions inventories from the episode base years to the future 
year base .cases were not available from the individual state agencies. For these cases, 
emissions were obtained from ROM projections, that were used in ROM modeling 
runs for the OTC study [21]. Point and area source information was available in 
EPS2.0 format and was downloaded from EPA's NCC/IBM. The emissions group in 
New York State provided EPS2.0-ready mobile emissions. The approach here was 
to project 1990 VMT factors [4) provided by EPA, project them to 2005, and use 
mobile emission factors for 2005 based on MOBILE-5a I'UDS. The mobile emission& 
factors contained information for various mobile emission controls (RVP's, 1/M, LEV, 
Reform,etc.). 

2005 CAAA Base Case 

The revised 2005 CAAA base case included the following major controls: 

• updates to stationary source VOC controls (expected from implementation of 
Titles I and m), 

• updates to stationary source NOx controls, 

• updates to the reformulated gasoline emillion reduction analysis, 

• the addition of controls on nonroad engines, 

• new approach for modeling emissions offsets and rate-of-progress requiremen~. 

OTC .Control Strategy E 

In addition to the CAAA controls modeled in the future base ·case, two other major 
controls were added throughout the ROM domain. 

• Phase U NOx RACT, i.e., a limit of 0.15 lb/mmBtu NOx emission limit for 
all combustion sources with generating capacities greater than or equal to 250 
mm.Btu/hr, 

• Low Emissions Vehicle (LEV) program. 
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OTC Control Strateu C2 

This waa the same. as Control Strategy E, with the exception that the additional 
controls were applied throughout the ozone transport region. The emissions &es 
used in UAM runs for this strategy were. the same as that for strategy E, with the 
difference being only in the boundary and initial conditions from ROM. 

After processing through EPS2.0, emisaions from different source categories for the 
2005 base case a.ud control strategy scenarios are compared for the two episodes in Tables 22 to 27. 

UAM Simulations and Ozone Air Quality Metrics 
For· the two episodes of July 6-8, 1988 and July 18-20, 1991, UAM simulations were · performed for 3 scenarios: 

• Revised 2005 CAAA base Case [19], 

• OTC control strategy E and 

• OTC control strategy C2 
The base meteorology used in all the simulations here are DWM wind-fields and . spatially varying mixing height developed from MIXEMUP algorithm [16]. ~ UAM 

domain consisting of 52 x 58 cells, extending from UTM SW:(350E, 4285N) to UTM 
NE:(610E, 4575N), UTM zone 18. The results presented here are for a regala.tory 
sub-domain,. as discussed in SeCtion 1, which excluded 4 cells from the NE comer 
of the UAM domain, to eliminate ·potential imluence from ROM boundaries in the 
metropolitan New York area. The following three metrics of ozone air pollution were 
considered: 

• domain-wide ozone maximum prediction, 

• persistence, a metric showing the· number of cells in the domain having ozone 
·concentration of more. than 120 ppb, summed up for 24 hours [14), 

. . 
• severity, a metric representing the total concentrations of cells having ozone 

exceedance, for 24 hours [14]. 
In addition to the estimates of peak ozone, other metrics like pexsistence and 

severity, as defined above, were used because they can be considered to be more 
directly related to population exposure to ozone. So, analysis of these metrics could 
help in assessing the efilcacy of actual control strategies for photochemical pollution. 

Future year simulations were not performed for the 1987 episode due to nOJl
availability of boundary conditions from ROM. 
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. Jut, 1988 episode 

Table 28 shows the m&.'dmum ozone predictions from ROM2.2 simulations in the 
SUPROXAl domain for the three cases. It is evident from ROM predictions that 
there is an insignificant decrease in domain maximum as comp&reg;to the base case. 

Results from UAM6.20 simulations are presented in Tables 29 and 30, and the 
contour plots of domain-wide maxhnum ozone predictions are shown in Figures 11 
and 12 for July 7 and July 8. · 

It should be noted that the base case 1988 was performed using state 1990 base 
year-derived emissions inventories,12 while the three future year runs employed EPA 
interim 1988 emissions inventories. Though the domain-wide ozone maxima on July 
7, 1988 went down from 185 to 179 between 1988 base case and 200l5 base case, ~e 
control strategies did not produce significant reduction of the maximum.. The same 
pattern was observed for July 8 as well. 

July 1991 episode 

The results from ROM2.2 and UAM 6.20 simulations are shown in Tables 31, 32, 
and 32. Figures 13 and 14 show the con~ plots of domain-wide fD.&Yimum ozone 
predictions from UAM. Results for July 19 do not show a sigidflcant decrease in ozone 
maxima between the base year and the future base year scenarios. But for July 20, 
ozone maxima went down from 190 ppb to 161 ppb from the 1991 base case to the 
2005 base case. Control Strategy C2 predicted a maximum of 157 ppb, while control 
strategy E predicted an ozone maximum of 152 ppb. 

Note: It should be noted that the results presented here are prelim;nazy and the 
trends may dift"er when the emissions inventories provided by the states for the future 
years are used. 

12It is important to DOte that tiUs ~ base case episode was also modeled, with the same 
meteorological inputs, usiDg the EPA iDterim inwDtory (see Sectioll S). The simulation usiDg state
based bmm.tories procuc:ecl a sipiflc:aDtly Iowa- ozone maximum thaD. the muimnm from the·sim-
ulation usiq the EPA iDterim iJmatorJ. 
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Table 22: Total emissions within the domain on July 7, 1988 (from EPS2 GRDEM 
outputs) 

Emissions {Tons[day)_ 
Source Category NOx _y~ _CQ_ 
Area 865.0 2145.2 4704.0 
Mobile 938.5 =- 1749.5 9968.0 
Point 2630.4 877.9 1309.8 
Biogenic 29.1 1236.8 0.0 
Total 4463.1 6009.6 16482.9 

Table 23: Base Case 2005: Total emissions within the domain on July 7, 1988 (from 
EPS2 GRDEM outputs) . . 

Emissions j_Tons/day) 
Source Category NOx voc co 
Area 737.9 2127.7 5432.0 
Mobile 748.0 477.2 3948.0 
Point 1119.2 625.1 687.9 
Biogenic 29.1 1236.8 0.0 
Total 2634.2 4466.7 10067.9 

Table 24: Control Strategy E: Total emissions within the domain on July 7, 1988 
(from EPS2 GRDEM outputs) 

Emissions 1Tons_Lday) 
Source Category NOx YO~ co 
Area 737.9 2127.7 5432.0 
Mobile 625.2 414.1 2996.0 
Point 694.6 625.1 687.9 
Biogenic 29.1 1236.8 0.0 
Total 2086.8 4403.6 9115.9 
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Table 25: Total emissions within the domain on July 19, 1991 {from EPS2 GRDEM 
outputs) 

Emissions (Tons/day) 
Source Category NOx voc co 
Area 889.7 2240.9 4816.0 
Mobile 997.5 1402.2 9072.0 
Point 2738.3 901.9 1284.1 
Biogenic 32.0 1324.3 0.0 
Total 4657.5 6009.6 15172.1 

Table 26: Base Case 2005: Total emissions within the dolllain on July 19, 1991 {from 
EPS2 GRDEM outputs) 

Emissions (Tons/day} 
Source Category NOx voc co 
Area 737.9 2134.5 5460.0 
Mobile 752.8 482.9 3948.0 
Point 1119.2 625.1 687.9 
Biogenic 32.0 1324.3 0.0 
Total 2642.0 4566.8 10095.9 

Table 27: Control Strategy E: Total emissions within the doma.iu on July 19, 1991 
{from EPS2 GRDEM outputs) 

Emissions (Tons/day) 
Source Category NOx voc co 
Area 737.9 2134.5 5460.0 
Mobile 625.7 393.3 3024.0 
Point 694.6 625.1 687.9 
Biogenic 32.0 1324.3 0.0 
Total 2090.2 4477.2 9171.9 
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Table 28: Daily maximum ozone predictions (ppb) from ROM2.2 simulations iD the 
SUPROXA1 domain for 1988 

July 7 July 8 
Base Case 2005 198 193 
OTC CS:C2 196 187 
OTC-CS-E 196 186 

Table 29: Daily maximum ozone predictions (ppb) from UAM simulations on July 
7, 1988 (Observed maximum = 21~ ppb) 

Scenario Maximum Oa (ppb) Persistence· Severity 
Base Case 1988 185 4175 553.1 
Future Year 2005 179 1071 140.8 
OTC-CS-C2 176 648 86.7 
OTC-CS-E 176 630 84.2 

Table 30: Daily m.eximum ozone predictions (ppb) from UAM simulations on July 
8, 1988 (Observed maximum = 210 ppb) 

Scenario Maximum Oa (ppb) Penistence Severity 
Base Case 1988 213 8239 1126.4 
Future Year 2005 178 2721 356.5 
OTC-CS-C2 178 1649 218.3 
OTC-CS-E 177 1568 207.4 
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Table 31: Dally maximum ozone predictiollS (ppb) from ROM2.2 simulatiollS in the· 
SUPROXA1 domain for 1991 

July 19 July 20 
Base Case 2005 160 147' 
OTC CS-C2 160 147 
OTC-CS-E 157 143 

:rable 32: Dally maximum ozone predictiollS (ppb) from UAM simulatiollS on July 
19, 1991 (Observed maximum= 150 ppb) 

Scenario Maximum Os (ppb) P~ence Severity 
Base Case 1991 156 630 82.1 
Future Year 2005 154 654 86.2 
OTC-CS-C2 152 625 82.2 
OTC-CS-E 151 588 77.4 

Table 33: Daily maximm:il ozone predictiollS (ppb) from UAM simulatiollS on July 
20, 1991 (Observed maximum= 180 ppb) 

Scenario Maximum Os (ppbl Persistence Severity 
Base Case 1991 190 4958 659.6 
Future Year 2005 161 1473 191.9 
OTC-CS-C2 157 939 122.1 
OTC-CS-E 152 766 99.1 

J 
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Fipre 11: Daily ma;dmum ozone concentrations for meteorology of July 7, 1988. 
(Calculated regulatory domain maximum in ppb: (a) Base Case= 185 ppb; (b) 
Future Base Case 2005 = 179; (c) OTC Control Strategy C2 = 176; (c) OTC Control 
·strategy C2 = 176). Simulation with: State 1990 Emissions (Base Case) and Interim 
EPA Inventories (projections)/DWM W'm.ds/Spatially Varying Mixing Height from 
MIXEMUP. 
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(a) Base Case Ouly 8, 1988) 
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Figure 12: Daily maximum ozone concentrations for meteorology of July 8, 1988. 
(Calculated regulatory domain maximum in ppb: (a) Base Case= 213 ppb; (b) 
Future Base Case 2005 = 178; (c) OTC Control Strategy C2 = 178; (c) OTC Control 
Strategy C2 = 177). Simulation with: State 1990 Emissions (Base Case) and Interim 
EPA Inventories (projections)/DWM Wmds/Spatially Varying Mixing Height from 
MIXEMUP •. 
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Figure 13: Daily maximum ozone concentrations for meteorology of July 19, 1991. 
(Calculated regulatory domain m;Wmum in ppb: (a) Base Case= 156 ppb; (b) 
Future Base Case 2005 = 154; (c) OTC Control Strategy C2 = 152; (c) OTC Control 
Strategy C2 = 151). Simulation with: State 1990 Emissions (Base Case) and Interim 
EPA Inventories (projections)/DWM W'mds/Spatially Varying Mixing Height from 
MIXEMUP. 
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Figure 14: Daily maximum ozone concentrations for meteorology of July 20, 1991. 
(Calculated regulatory domain maximum in ppb: (a) Base Case= 190 ppb; (b) 
Future Base Case 2005 = 161; (c) OTC Control Strategy C2 = 157; (c) OTC Control 
Strategy C2 = 152). Simulation with: State 1990 Emissions (Base Case) and Interim 
EPA Inventories (projections)/DWM W"mds/Spatially Varying Mixing Height from 

' MIXEMUP. 
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1 Types of Uncertainty 

Photochemical air pollution systems are inherently stochastic due to the nature of the atmosphere 

as well as due to the unavoidability and insufficient information about activities that lead to emis

sions [13]. These may be categorized as: 

• natural uncertainty in the air pollution system itself, 

• data uncertainty due to incomplete quantitative information on the system, and 

• model uncertainty in the mathematical and computational formulation of the model itself. 

While natural uncertainty is irreducible, data and model uncertainty contain both reducible and 

irreducible components. There is a need to systematically identify the origins of natural, data and 

model uncertainty in photochemical modeling applications and to develop and test methods for 

quantifying each type of uncertainty, and possibly reduce data and model uncertainties. ..Modelers 

should be able to express the above quantitative estimates of uncertainty in forms that would help 

policy makers to implement them in the decision making process of air quality management". 

Since it may not be feasible to eliminate errors in modeling and measurements beyond certain 

levels, a wide range of sensitivity-uncertainty analysis may be performed of the modeling system to 

see the response of the modeling system to change in inputs. This will help in revealing internal 

inconsistencies in the model, and in identifying the inputs that dominate the model's performance. 

It is also important to assess the ability of the model to correctly simulate the effects of emissions 

changes because of the direct connection between changes in emissions and the intended regulatory 

application of photochemical models. In the process of evaluating a model's ability to simulate 

emissions changes, one should bear in mind that the sensitivity of a photochemical modeling system 

to emissions changes will vary according to meteorology. The location and amount of maximum 

sensitivity to emission changes vary with meteorology and hence more than one episode should be 
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used in evaluating the effects of emission changes upon peak ozone concentrations. Furthermore, the 

outputs from these simulations may then be used to test the robustness of the alternative approaches 

that have been developed above. 

2 Matrix Sensitivity Simulations 

The response of photochemical air pollution systems to changes in ozone precursor emissions, i.e. 

VOC and NOx is extremely complicated due to the nonlinear nature of photochemical atmospheric 

transformations. Furthermore, complex meteorological and emission patterns that are associated 

with significant uncertainties, when combined with the above mentioned nonlinearity, make the de

velopment of air quality strategies a very difficult task. 

Earlier studies for the New York area have shown that VOC controls appear more effective than 

NOx controls in reducing peak ozone as well as population exposure to unhealthy ozone levels [18, 22, 

23]. In order to evaluate the sensitivity of predicted ozone with respect to NOx and VOC emission 

levels over the New Jersey-Philadelphia-Delaware Valley, various sets of simulations with varying 

VOC and NOx reductions were performed with the nested Regional Oxidant Model 2.2/Urban 

Airshed Model (ROM 2.2 / UAM-IV) Modeling System. While the first set of matrix simulations, 

as will be discussed below involves across-the-board reductions of emissions of VOC and NOx by 

fixed levels, the second set of simulations has matrix of simulations testing the effect of different 

nested systems versus levels of emissions reductions. 

2.1 Model Performance Evaluation 

Very extensive diagnostic and sensitivity analysis of the model has been performed with varying 

meteorological inputs. It is seen from the above that the model is very sensitive to the description 

of meteorological inputs used, i.e. wind fields and mixing heights. From application of performance 
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evaluation criteria established for urban scale photochemical models [3, 27] to different base cases, a 

combination of wind fields from the Diagnostic Wind Model [2] and spatially varying mixing heights 

from the MIXEMUP [16] algorithm was chosen for use in all the sensitivity simulations described 

here. The Ozone Research Center has performed a detailed model performance evaluation [12] for 

the episode days chosen here, and it is seen that the UAM-IV system performs within acceptable 

modeling guidelines for the New Jersey-Philadelphia-Delaware Valley. 
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2.2 Matrix Series 1: Across-the-board Emissions Reductions 

To assess the relative efficacy of NOx versus VOC reduction, eight sets of matrix sensitivity sim

ulations [7] were performed with UAM-IV, where varying levels of across-the-board reductions 

were made in anthropogenic emissions of NOx and VOC. For each set, 12 control scenarios (with 

corresponding NOx and VOC reductions) were simulated. The levels of reductions in each set of sim

ulations are given in Table 1. The boundary and initial conditions in each of these simulations were 

obtained from the corresponding ROM simulations for the MATRIX85 [25] study made available by 

tlre U. S. Environmental Protection Agency. The emission inputs in each case were developed using 

the appropriate control factors in the EPS2.0 modules and this included low-level and elevated point 

sources, area sources, on-road and off-road mobile sources. Biogenic emissions were maintained at 

the base level in all the scenarios. While four of the eight sets used the EPA 1988 interim emis

sions inventory , the remaining four used the base 1990 emissions inventory developed by the state 

agencies. The eight set of simulations are given below. 

1. 881-RW-RX.C (ROM Wind-fields and spatially invariant RAMMET-X mixht) 

2. 881-RW-MXC (ROM Wind-fields and spatially invariant MIXEMUP mixht) 

3. 881-DW-MXC (DWM Wind-fields and spatially invariant MIXEMUP mixht) 

4. 881-DW-MXV (DWM Wind-fields and spatially variant MIXEMUP mixht) 

5. 88S-RW-MXV (ROM Wind-fields and spatially variant MIXEMUP mixht) 

6. 88S-DW-MXV (DWM Wind-fields and spatially variant MIXEMUP mixht) 

7. 88S-DW-MXV-EMV (DWM Wind-fields and spatially variant MIXEMUP mixht) 

8. 88S-DW-MXV-BCV (DWM Wind-fields and spatially variant MIXEMUP mixht) 

While the first four sets of simulations compare the effects of across-the-board reductions with 

different base meteorological inputs, the fourth and fifth above compare effects of different emissions 
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Table 1: List of Matrix Simulations Series 1 with Across-the-board Emissions Reductions. 

Reduction voc 

0% 25% 50% 75% 100% 

NOx 0% ,; ,; 

25% ,; ,; ,; 

50% ,; ,; ,; 

75% ,; ,; ,; 

100% ,; 

inventories with same meteorological inputs. The last two sets compare the effects of varying emis

sions within the UAM domain by different levels and keeping the region wide emissions from ROM 

constant versus varying the emissions regionally from ROM and keeping the emissions within the 

U AM domain at base levels. 

Comparison of Emissions Inventories: 

To compare the difference in model response to different emissions inventories( state Vs EPA interim), 

two sets of matrix simulations were performed, one using the 1988 interim emissions inventories 

developed by EPA(5, 6], called 881-DW-MXV, and the other using the 1990 state base year emissions 

inventories (6], called 888-DW-MXV. The latter were backcast to 1988 using Bureau of Economic 

Analysis (BEA) factors (4]. The episode days modeled were July 6-8, 1988. Overall, the NOx 

emissions in the state-based inventories are about 28 % higher than in the corresponding interim 

EPA inventories, whereas the VOC emissions are about 5% lower. These numbers can be considered 

as representing a lower bound to the overall uncertainty in emission inventory estimates that can 

actually be significantly higher. 

DiscWJsion: 

The results from these set of simulations support the well-known fact that the response of photo-
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chemical air pollution system to changing levels of ozone precursor emissions, VOC and NOx, is 

a very complicated nonlinear phenomenon that has to be studied on a case-by-case basis and is 

dependent upon the detailed structure of the emissions inventories. In fact, different subdomains 

of a photochemical airshed can respond quite differently in changes to ozone precursor emissions as 

the present analysis showed. It should be noted that the results summarized here are specific to 

the particular domain and to the meteorology and emissions inventories associated with it, and that 

the trends may be different for different episodes and emissions inventories. However, these results 

support the hypothesis that reductions in VOC levels are more efficient in lowering the calculated 

ozone maximum whereas reductions in NOx levels can even be counter-productive in reducing peak 

ozone but effective in reducing the spatial and temporal severity of the ozone episode and therefore in 

controlling associated population exposures. It is also clear from the analysis presented here that it 

is necessary to develop and use additional system response metrics, complementary to the maximum 

hourly ozone concentrations, in order to gain understanding regarding the potential implications of a 

control strategy with respect to human exposure. One important conclusion of the present analysis 

is that the significance of the response of a photochemical system is not only domain and episode 

dependent (i.e. specific to the combination of meteorology and emission inputs considered), but also 

.. target"-dependent. Indeed, the target value of the concentration level associated with undesirable 

human population exposures may determine the choice of ozone precursor reduction strategies. The 

calculations presented here show that when starting from a given baseline, VOC reductions are more 

efficient in lowering population exposure associated with concentrations above a certain high ozone 

level, such as 120 ppb; when this level is however lowered to 80 ppb or less, then NOx controls appear 

to be more effective when starting from the same baseline. Such considerations should eventually 

be incorporated in the development of ozone control strategies. 

Comparison of Emissions Reductions Inside and Outside the Domain: 

To assess the effects of reducing emissions within the domain versus outside the domain, three sets of 

matrix simulations (88S-DW-MXV, 88S-DW-MXV-EMV and 88S-DW-MXV-BCV) were performed 
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for the July 1988 episode for the New Jersey-Philadelphia-Delaware Valley domain. This approach 

is intended to give an estimate of effects of reducing emissions region-wide versus locally within an 

urban airshed on air quality within the airshed. The meteorology and emissions inventories used 

in these three sets were the same as in matrix 88!-DW-MXV. For matrix 88S-DW-MXV-BCV, the 

emissions within the domain were maintained at constant base levels in all the simulations, while 

the boundary conditions in each case, with various reductions throughout the SUPROXA1 domain, 

were used from the corresponding ROM Matrix 85 simulations. In the case of matrix 88S-DW

MXV-EMV. the boundaries were maintained at constant levels, while the emissions were reduced 

by various levels in each simulation. Figures 1-4 show the corresponding metrics from each set of 

matrix simulations. The bars in each plot shown here plot a chosen metric for the corresponding 

NOx or VOC emissions reduction on the x- and y-axes. As against in the case of 88S-DW-MXV. 

disbenefits from NOx reductions are not seen in 88S-DW-MXV-BCV, and are observed only in 88S

DW-MXV-EMV simulations. But the persistence and severity values indicate that both NOx and 

VOC reductions reduce the peak 03 prediction uniformly. Overall, the persistence and severity 

values are higher in the case of matrix 88S-DW-MXV-EMV than in 88S-DW-MXV-BCV, indicating 

that when emissions within the domain are left untouched, reductions from transport alone do not 

decrease the severity of exposure to ozone. The response of the UAM-IV modeling system to the 

various emissions scenarios in the New Jersey-Philadelphia-Delaware Valley domain are shown in a 

separate report. 
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(a) (b) 

(e) (d) 

Figure 1: Daily maximum 03 concentrations on July 7, 1988 from Matrix set of UAM simulations 

with Interim 1988 emissions for (a) 881-DW-MXV, (b) 888-DW-MXV, (c) 888-DW-MXV-EMV, and 

(d) 888-DW-MXV-BCV. 
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(a) (b) 

(e) (d) 

Figure 2: Percent decrease in Daily maximum 03 concentrations on July 7, 1988 from Matrix set 

of UAM simulations with Interim 1988 emissions for (a) 881-DW-MXV, (b) 888-DW-MXV, (c) 

888-DW-MXV-EMV, and (d) 888-DW-MXV-BCV. 
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(a) (b) 

(c) (d) 

Figure 3: Pervasiveness ratios on July 7, 1988 &om Matrix set of UAM simulations with Interim 

1988 emissions for (a) 881-DW-MXV, (b) 888-DW-MXV, (c) 888-DW-MXV-EMV, and (d) 888-

DW-MXV-BCV. 
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(a) (b) 

0 ~ 0 
2SSo ~~~ 

~,~,'~toO.:~ 

(e) (d) 

Figure 4: Severity ratios on July 7, 1988 from Matrix set of UAM simulations with Interim 1988 

emissions for (a) 881-DW-MXV, (b) 88S-DW-MXV, (c) 88S-DW-MXV-EMV, and (d) 88S-DW-

MXV-BCV. 
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2.3 Matrix Series 2: One-way Nesting with Regional Modeling Systems 

Urban-scale photochemical models are shown to be sensitive to the regional-scale models used in the 

one-way nesting mode to obtain boundary concentrations. To comparatively assess the sensitivity of 

UAM-IV to this versus that of emissions inventories, a factorial combination of modeling simulations 

were designed. These are described below. 

While boundary conditions were obtained from the following cases, 

• ROM 2005 Base Case: This corresponds to the OTC 2005 Base Case 1 made available by the 

EPA 

• ROM 2005 Strategy E: This corresponds to the OTC Strategy RunE performed by the EPA 

• UAM- V 2007 Base1C: This corresponds to the Future year 2007 BaselC simulation performed 

by the Ozone Transport and Assessment Group (OTAG) 2 

• UAM- V 2007 Sensitivity 2: This corresponds to the Sensitivity Simulation 2 performed by 

OTAG with level 3 controls applied to all sources. 

emissions inputs to the model were obtained from: 

• Interim 2005: EPA interim 2005 base line emissions estimates 

• State 2005: State provided 2005 attainment emissions estimates 

• Zero Emissions: All anthropogenic emissions were reduced to zero while the biogenic emissions 

were maintained at the same levels 

lThe U. S. Environmental Protection Agency performed a series of sensitivity simulations with ROM for the 

future year 2005 to develop strategies for for the Ozone 'lransport Commission ( OTC) and these were called the OTC 

simulations [20]. 
2The Ozone 'lransport and A88e&8Dlent Group was formed by the U. S. Environmental Protection Agencyto address 

the issue of transport of ozone and its precursors in the Eastern United States [28, 24]. 
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Table 2: List of Matrix Simulations Series 2 with Nested Models and Emissions Reductions. 

Scenario Emissions Inventories 

EPA Int 2005 State 2005 Zero Anthropogenic 

Boundary UAM-V 2007 Base1C .; .; .; 

Conditions UAM-V Sens Run 2 .; .; .; 

ROM 2005 BaseCase .; .; .; 

ROM-2005 OTC CSE .; .; .; 

The complete matrix of simulations with the different emission inputs and boundary conditions 

are given in Table 2. It should be noted again that these simulations were performed with the July 

18-20, 1991 meteorology. 

2.4 Discussion 

Boundary Ozone: 
I ' 

It 

? 

An analysis of the ozone levels at the four corners of the New Jersey-Philadelphia-Delaware Valley 

was performed to evaluate the effect of the different scenarios on ozone concentrations. The maximum 

ozone concentrations in Layer 1 and Layer 5 ofUAM-IV at the Eastern and Northern corners of the 

domain on July 19 for the 1991 Base Case and for each of the above combinations from the matrix 

simulations are plotted in Figures 5 and 6. These plots illustrate the fact that even with an extreme 

level of reduction (Level 2 controls) within the entire UAM-V domain, the concentration of ozone 

can be as high as 155 ppb. The complete set ofresults for both July 19 and 20 for all four corners 

of the UAM-IV modeling domain are shown in a separate report. 

Other Metrics: 

Besides the daily maximum one-hour ozone concentration, all the alternative metrics were also 

computed for this matrix series of simulations and the results are summarized in Tables 3 and 4. 

17 



Table 3: Metrics from Future Year 2005 Matrix Simulations for July 19 

Scenario Metrics 

Boundary Emissions Daily 1-Hr Persistence Severity Daily 8-Hr 

Conditions Max Cone (ppb) Max Cone (ppb) 

UAM-V Int2005 173.1 757.0 102.0 136.7 

2007 St2005 153.0 512.0 67.0 127.6 

Base1C ZeroEmis 99.9 0.0 0.0 94.6 

UAM-V Int2005 168.8 617.0 83.0 133.0 

61A8 2007 St2005 149.5 381.0 49.5 124.4 

S CtM thJ::ubrn '-) SR2 ZeroEmis 88.5 0.0 0.0 84.2 
R.«A1..., 

2005 ROM Int2005 156.5 601.0 79.0 128.4 

2005 St2005 138.6 303.0 38.3 122.3 

Base ZeroEmis 107.8 o.o 0.0 99.9 

ROM Int2005 155.6 560.0 73.5 127.3 

2005 St2005 137.6 251.0 31.7 121.2 

&rL.. ~-, CSE ZeroEmis 104.9 o.o 0.0 96.5 
[!._o~c-,1 
-s +t"'4'1 e 
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Table 4: Metrics from Future Year 2005 Matrix Simulations for July 20 

Scenario Metrics 

Boundary Emissions Daily 1-Hr Persistence Severity Daily 8-Hr 

Conditions Max Cone (ppb) Max Cone (ppb) 

UAM-V Int2005 167.3 1890.0 251.9 142.1 

2007 St2005 159.8 1958.0 257.8 137.4 

Base1C ZeroEmis 150.0 162.0 21.0 133.9 

UAM-V Int2005 158.4 900.0 118.2 132.9 

2007 St2005 149.7 830.0 107.8 128.0 

Jul20 SR2 ZeroEmis 129.7 17.0 2.1 116.9 

2005 ROM Int2005 160.8 1576.0 205.2 135.7 

2005 St2005 158.1 1492.0 191.8 134.4 

Base ZeroEmis 150.6 133.0 17.3 130.7 

ROM Int2005 151.6 984.0 127.7 128.8 

2005 St2005 149.3 902.0 115.0 126.1 

CSE ZeroEmis 141.4 69.0 8.8 122.9 
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Tile plots of maximum predicted ozone concentrations and difference plots between various scenarios 

are shown separately. 
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Figure 5: Maximum Ozone Concentrations at Eastern Boundary of Philadelphia/New Jersey UAM-

IV Modeling Domain on July 19 in layers 1 and 5. 

21 



.... 

... 

(a) ROM 1991 Base Case 

018 r---___:""'=.:os;:;""""=•::::-=;;=-=:!.:'IOTC;,:.=-=-=;-::.1011=~-~tt.c:;IOOO=-___, 

... 

... 

.... 

(b) ROM 2006 Base Case 

Ote r----=""'::.OS;;:;;:.Ooao=•=-=;:,:-=:::'.:::IOTC;;;;:-=:..:CH::..:.;-;::::.:1011=-=-i•::.·IOOO=--, 

.... 

I 

I .... 
8 

.... 

.... 
·.~--~ .. ~--~~~--~-~-~-~--~-~--~--
(d) ROM 2006 Strategy E 

010 ..--""'--'os-"""".--•:..-.;.:..;..;_,;.;-c........:.;' I!IC:::...,-;....o.OT-IIG_.-'---,v...:.-.c).;.:;;.;:.~•.:.,..;."·:..-_ __, . .. ,. 
N''-'!' """'I 

•••1------------·-----~-·~:..;:---;----

.... 

(e) UAM-V 2007 Base1C 

. .. 
N~A<J"InfM 

o.ttr--------------------:..':..--·-·---1 
I ... 
I ... 
I /""""" ... ~· ~ ....... . 
8 ••r~ ......... - ................... - ... "' ....... t.. ..... ~··_.\.-

.... . .. 
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Figure 6: Maximum Ozone Concentrations at Northem Boundary of Philadelphia/New Jersey UAM-

IV Modeling Domain on July 19 in layers 1 and 5. 
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3 Assessment of Areas of Influence for Areas of Violation 

3.1 Background 

Long range transport of ozone and its precursors can significantly impact the air quality in down

wind regions; the spatial and temporal scales of this transport process are strongly influenced by 

meteorological conditions. The problem of regional transport of ozone and its precursors is being 

studied for more than two decades [30, 29]. The scales of such transport could be inter-city, inter

state, and inter-regional [30, 29, 28]. The movement of elevated regional ozone concentrations may 

reflect impact of large-scale weather systems. Exceedances of the ozone standard often occur when 

the ozone precursor emissions from major metropolitan areas interact with the elevated regional 

pollutant base resulting from such transport. Emission areas that are potentially responsible for the 

violations of the air quality standard at downwind Areas of Violations (AOVs) [1, 10, 26] are termed 

Areas of Influence (AOis) [1, 10, 26]. Various tools that could help in establishing the domains of 

AOis and AOV s are: Analysis of Monitor Data, Air Parcel Trajectory Modeling and Photochemical 

Air Quality Modeling. Though each have their own advantages and limitations, grid-based Photo

chemical Air Quality Simulation Modeling (PAQSMs) has the potential to be a most comprehensive 

tool for source attribution purposes. Of course, this requires that multiscale grid is designed in such 

a way that it is able to "catch" the transport phenomena of importance; unfortunately, this is not 

the case yet with most existing models. PAQSMs can be used to define boundaries of AOis within 

which selected emission controls may lead to changes in ozone concentrations in the AOVs. Major 

metropolitan areas like New York, Chicago and Atlanta are often dominated by overwhelming trans

port of ozone and its precursors from upwind sources. As was shown from results of the modeled 

attainment tests described in the previous section, the New Jersey-Philadelphia-Delaware Valley is 

also dominated by overwhelming transport of ozone and its precursors from upwind domains. While 

local emissions within the domain are expected to be more important with respect to peak 1-hour 

concentrations of ozone, larger areas and longer distance scales can affect the system when longer 
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averaging times are considered for reducing the regional pollutant levels. 

3.2 Rollout Simulations 

To assess the effect of transport of ozone and its precursors, various geographical sensitivity simu-

lations have been designed and performed [1, 10, 28, 31]. The approach used here is the "Rollout 

Simulations" method that was used by the Ozone Transport and Assessment Group (OTAG) [24, 28], 

as part of the sensitivity analysis performed for regional ozone episodes. The objective of the Rollout 

approach was to assess Areas of Influence by identifying certain problem areas in the domain and by 

introducing emissions reductions first within the problem area itself, and gradually expanding the 

region of controls until it covers the entire modeling domain. Various metrics were computed from 

these simulations to determine estimated scales of transport of ozone and its precursors. Analysis 

of these metrics is expected to identify a point of diminishing returns, i.e., distance beyond which 

controls do not have appreciable impact on a given AOV. 

In the present work, the Rollout Simulations approach is supplemented by "Inverse Rollout" 

simulations [8] where emissions reductions are applied outside a progressively expanding domain of 

concern. The coordinates of the two subdomains studied here, namely, the New York subdomain 

Y- and the Lake Michigan subdomain and the different rollout steps are provided in Table ?? . The 

J -f- IJ b OTAG modeling domain also showing the individual sub-domains and the rollout distances in each 

-frJ; /tt,) case are shown in Figure 7 • 
.LI.n....._~ 
s~ 

Specifically, the following scenarios are simulated, where the baseline emissions estimates are 

those corresponding to the future year 2007 case (2007Base1a from OTAG) [21]. 

a) Focused Rollout simulations starting from the New York sub-domain in incremental steps of 

0, 16, 32 and 48 cells (of size 12 x 12 sq. km) on all four sides, where emissions are reduced 

only within the sub-domain in the first case and then incrementally in the area included by the 
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surrounding cells. The reductions in emissions are as follows: 80% reduction in NOx emissions 

from elevated point sources and 60% of NOx from ground level sources. This series is called 

the 5g Rollout series with the individual simulations being termed NY-5g-RO, NY-5g-R16, 

NY-og-R32 and NY-5g-R48. 

b) Focused Rollout simulations from the New York sub-domain in incremental steps of 0, 8, 16 

and 32 cells on all four sides, where the emissions reductions are: 30% reduction in NOx from 

all ground-level anthropogenic sources, 60% reduction in NOx from all elevated point sources 

and 30% reduction in VOC from all anthropogenic sources. These individual simulations are 

called NY-5c-RO. NY-5c-R8, NY-5c-R16 and NY-5c-R32 and the series is called 5c. 

This set of rollout simulations is intended to identify the effects of adding VOC controls over 

different transport scales. as compared to (a) above. 

c) Focused "Inverse Rollout" simulations from the New York sub-domain in incremental steps of 

0, 16, 32 and 48 cells on all four sides, where emissions are kept constant in the sub-domain 

in the beginning and reductions are applied everywhere outside the sub-domain, and the con

stant area is expanded incrementally in steps of 16 cells in each direction. The reductions in 

emissions levels correspond to (a) above, and the individual simulations are called NY-5g-IRO, 

NY-5g-IR16, NY-5g-IR32 and NY-5g-IR48 in the Inverse 5g series. 

The objective of the ln11erse 5g set of simulations is to study the scales of transport by main

taining the AOV considered at base levels first and then progressively expanding this "non

controlled" area. This series of simulations is expected to test the robustness of the Rollout 

approach for estimating scales of transport. 

One of the limitations of the Rollout approach is the demand on computational resources for 

performing a sufficient number of simulations that might be needed in order to get accurate estimates 

of transport for large domains being considered. 
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1 192 

a) New York sub-domain 

1 192 

b) Lake Michigan sub-domain 

Figure 7: UAM-V Modeling Domain showing the New York sub-domain and the Lake Michigan 

sub-domain and the areas covered by incremental steps of 16 cells from the edges of the sub-domain. 
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? 
3.3 Model Performance fY ), J lA"' ~ 1 J.,, ' 

A oomp•ohensive model perlormanoe tuaUon fo• UAM-V has been "'tablished fm each of the 

above mentioned relatively severe episodes and has been documented in [15, 17]. The highest 

observed ozone concentrations during the July 1995 episode occurred in the Baltimore-Washington 

subregion with a maximum of 184 ppb at Lums Pond, Delaware. Though the one-hour ozone 

maximum values were predicted within 20 ppb on ten out of the sixteen subregion-days that were 

modeled, the highest observed value was frequently underestimated and comparison of predicted 

maxima paired in space and time were all lower than the observed maxima. Except for July 13, 

when the model predicted an 145 ppb peak concentration in the New York City subregion, when 

a maximum of 157 ppb was observed, the model did not capture the peak values well on other 

high ozone days. The only region in the Northeast which had predictions above 140 ppb on July 

15 was over the Atlantic Ocean off the coast of New Jersey, which indicates that transport might 

have been inadequately simulated on this day. The 90th percentile ozone concentrations are within 

5 ppb of the observed values on half of the days and again within 10 ppb on fourteen out of the 

sixteen subregion-days. The mean bias and error statistics showed good model performance. On an 

average, for July 12-15, in the Northeastern Corridor, the model bias was +2% and the model error 

15 ppb or 21%. The above mentioned statistical measures of model performance were within EPA's 

acceptance criteria [27] on most simulated days with high ozone. 

3.4 Additional Output Metrics 

To obtain an estimate of the scale and impact of transport changes associated with emissions re-

ductions over increasing distances from the problem area, additional metrics besides those described 

earlier [7, 14], were computed in each case. These are: 

• Grid-cell-hours > a threshold concentration, an indicator of the temporal extent of the pollu-

tion episode, 
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GHc• = LH;j 
i,j 

(1) 

where. H;j is the number of hours that cell with coordinates ij is in exceedance of a concen-

tration level c*. 

• Weighted Sum of Differences for a threshold concentration, 

~[(C;,jcontrol- C;,jbase)C;,jbase] 
w('· = =:..:._-'-"'---=~=-=c=-.-. b:-a"'"s_e_.;__..:::.__....:. 

LJ '·J 
(2) 

where. C;.jbase is the concentration in cell with coordinates i,j that is more than a. desired 

threshold concentration level c· (e.g. 60 ppb) in the base ca,.<;e. and C;,jcontrol is the concen-

tra.tion in the corresponding cell in the case of the control scenario. 

• Effectiveness, .which is based on all the point mctrics above is calculated as follows: 

TJ=Mt. Mt. C rU:domain-uoide - C rtCbale 

M etriCcontrol - M etricba1e (3) 

where 

- Metriccontrol can be any of the above metrics like hourly maximum ozone concentration, 

grid cells > 100 ppb, grid-cell-hrs > 100 ppb, etc.) for the Rollout scenario. 

Metricba•e is the corresponding metric for the base case, 

- Metricdomain-uoide is the corresponding metric for the case with controls applied domain-

wide. 

It should be noted that the metrics were always computed only within the chosen AOV, i.e., the New 

York subdomain in each case. Though the metrics were calculated for each day that was modeled, 

the episode composite numbers alone are presented here. 
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The effectiveness thus has two bounds, one for the future year base case with no additional 

controls, and the other for the case where the given controls are applied throughout the modeling 

domain. The effectiveness has a minimum value (TJ = 0.0) when no controls are applied to any 

part of the modeling domain, and progressively reaches a maximum (TJ = 1.0) when the controls 

are applied throughout the modeling domain. This can provide an estimate of how effective it is to 

apply controls to a subdomain relative to applying controls to an increasingly larger region. The 

effectiveness ratios were computed on a daily-basis as well as on an episode-composite basis from each 

set of simulations. Based on such episode-composite effectiveness ratios, plots of effectiveness versus 

"'number of grid cells controlled" from the problem area were developed. From these plots, distances 

at which 50, 75, 90 and 95 percent effectiveness were obtained using curve-fitting. To fit these 

data, various alternatives are available [19]. However, depending on the type of fit model chosen, 

one is likely to get a different estimated scale of transport for each percent effectiveness. Hence it 

becomes important to choose a fit that is appropriate for the phenomenon under consideration. The 

choice of the regression model is highly data dependent, and also dependent on what the model 

needs to test or explain. This may be one of showing general trends, predicting new responses, etc. 

In some cases, when the distribution of the response is skewed, one can transform the response, 

using various methods like square root, logarithm, reciprocal transformations, etc, to produce a 

better fit. Some models should or should not be chosen depending on whether the response and 

predictors are continuous, factors, or a combination of both. For the transport phenomenon that is 

being studied here, the choice of a linear model can be eliminated. For this data-driven modeling 

technique, an iterative procedure was adopted to determine an acceptable model to fit the response 

of the photochemical model to controls applied at decreasing or increasing distances from the chosen 

AOV. This method was applied for each set of rollout simulations for each metric considered. At 

each step of the iterative procedure, graphical and summary statistics were taken into account to 

refine the fit and improve the model that best describes the relationship between the response and 

predictor. A correlation coefficient p was used to support this approach. Though this method 
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of exploratory data analysis can be tedious, the choice of a robust model is crucial in obtaining 

appropriate scales of transport. 

The various models considered here for fitting are: exponential, second order polynomial, and 

logistic, which are given, correspondingly by the following equations: 

y = aebz, and (4) 

where, 

x is the distance in km from the AOV considered and y is the percent effectiveness. 

The logistic model has the property of leveling off after a particular maximum value has been 

reached as the response. 

3.5 Discussion 

The highest observed ozone concentrations were observed on July 15 for the July 1995 episode. 

UAM-V are 211 ppb and 141 ppb respectively for the Future 2007 Base Case 1a and for the scenario 

where 5g emissions reductions are applied throughout the modeling domain. 

3.5.1 a) Objective Metrics 

For all the three sets of Rollout simulations, the episode composite metrics for the various output 

metrics defined above are computed and summarized in Tables 6, 7 and 8. 

From Tables 6 and 7, it is seen that all the objective metrics indicate benefit of controls as 

one proceeds with implementing controls beyond the New York AOV. While NY-5g-RO indicates a 

decrease in peak hourly ozone concentration from 187 to 160 ppb, NY-5c-RO decreases only to 172 

ppb. And as one expands the 5g Rollout, the peak hourly ozone concentrations keep decreasing 

and at NY-5g-R32 the peak is 144 ppb which is almost comparable to the metric obtained from 

applying controls domain-wide. However, with the 5c series, the peak is still 168 ppb at NY-5c-

R32. This indicates that while the effect of reductions in VOC sources comes predominantly from 
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sources located in the vicinity of urban areas, the added benefits in the case of the 5g Rollouts are 

from reductions in elevated sources of NOx from further upwind areas. However in the case of the 

inverse rollout simulations, as seen from Table 8, the peak hourly ozone concentration does not seem 

to change significantly with the different rollout steps. This is due to the fact that the peak value 

occurs off the coast of Long Island in New York and remains almost unchanged for the various rollout 

simulations. The other objective metrics on the other hand, show significant impacts associated with 

increasing the area that is being held at constant emissions. Though there is not much of a change 

in the peak hourly ozone concentration from 2007 Base1a to NY-5g-IRO, the number of grid cells 

with concentration greater than a threshold concentration of 100 ppb has dropped from 450 to 189 

cells. However the 5g and 5c series do not indicate as great an impact in these metrics. Again, from 

NY-5g-IRO to NY-5g-IR16, the number of grid cells with concentration greater than a threshold 

concentration of 100 ppb increases from 189 to 301 showing the impact of the emissions from the 

area immediately outside the New York subdomain. It can be seen from the above results that 

any one of the objective metrics, like the peak hourly ozone concentrations alone, might not be a 

good indicator for assessing impacts from applying controls with geographic variations. Additional 

considerations should also be given to the other objective metrics before any meaningful conclusions 

can be made. Comparison of the 5g and Inverse 5g Rollouts indicate that NO:.: controls both within 

and outside the AOV appear to be effective. 

3.5.2 b) Transport Seales 

Using the above episode composite metrics, the percent effectiveness of controls for the different 

objective metrics is plotted against rollout distances for each metric and for all rollout simulations 

being considered. These plots for the different types of fitted models are shown in Figures 8-10. The 

fitted model and the correlation coefficients in each case are also shown for each plot. From these 

plots, is seen that the fit of the exponential model is not as good as that provided by the polynomial or 

the logistic model. Though the polynomial model can provide a fit with a high correlation coefficient, 
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Table 5: Coordinates of New York subdomain and the Lake Michigan subdomain and the rollout 

steps in terms of fine grid definitions of the UAM-V at 12 km. sq. resolution. 

Domain SW Corner Coordinates NE Corner Coordinates 

New York Subdomain 145, 129 165, 149 

NY-5g-R16 129, 113 181, 165 

NY-5g-R32 113, 97 192, 181 

NY-5g-R48 97,81 192, 189 

Lake Michigan Subdomain 64, 136 82, 162 

LM-5g-R16 48, 120 98, 178 

LM-5g-R32 32, 104 114, 189 

LM-5g-R48 16, 88 130, 189 

Table 6: Episode Composite Metrics from Rollout Simulations in New York with 5g Controls. 

Peak 1hr Grid Cells Grid Cell-Hrs Weighted Sum 

03 Cone (ppb) > 100 ppb > 100 ppb of Diff 

2007 Base1a 187 450 2789 

NY-5g-RO 160 399 2607 -3.9 

NY-5g-R16 150 199 1143 -14.0 

NY-5g-R32 144 145 834 -18.0 

NY-5g-R48 141 124 650 -21.3 

Domain-wide 5g 140 114 533 -24.4 
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Table 7: Episode Composite Metrics from Rollout Simulations in New York with 5c Controls. 

Peak 1hr Grid Cells Grid Cell-Hrs Weighted Sum 

03 Cone > 100 ppb > 100 ppb of Diff 

2007 Base1a 187 450 2789 

NY-5c-RO 172 375 2591 -2.4 

NY-5c-R8 170 301 2095 -5.1 

NY-5c-R16 169 267 1877 -6.9 

NY-5c-R32 168 247 1679 -8.9 

Domain-wide 5c 165 223 1445 -12.0 

Table 8: Episode Composite Metrics from Inverse Rollout Simulations in New York with 5g Controls. 

Peak 1hr Grid Cells Grid Cell-Hrs Weighted Sum 

03 Cone > 100 ppb > 100 ppb ofDiff 

2007 Base1a 187 450 2789 

NY-5g-IRO 180 189 1084 -16.6 

NY-5g-IR16 183 301 1759 -7.8 

NY-5g-IR32 183 358 2183 -4.5 

NY-5g-IR48 185 419 2570 -2.0 

Domain-wide 5g 140 114 533 -24.4 
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the physical nature of the transport phenomenon being studied does not support the choice of this 

model beyond a certain distance, especially when the curve turns around. One consistent finding 

from all the plots shown here is that the exponential model is likely to underestimate the scale of 

transport for a given percent effectiveness, while the logistic model overestimates the transport scale. 

However, the degree to which the logistic model overestimates is much less compared to the extent 

to which the exponential model underestimates the impact of transport. A better choice potentially 

could be a combination of the polynomial model for shorter distances and a logistic model for longer 

distances of transport. 

To get better estimates of the impact of the rollout steps for different threshold concentrations, 

the number of grid-cells within the New York subdomain at different predicted hourly maximum 

concentration ranges such as 80-100 ppb, 101-120 ppb, 121-140 ppb, 141-160 ppb and > 161 ppb 

are plotted for each rollout set of simulations in Figure 11. Figures lla and llb with 5g and 5c 

rollouts show that most of the impact is seen at a lower threshold of 81-120 ppb concentration levels 

going from RO to R16. However 5g level of controls show significant benefits from extending controls 

to R32 and R48 at threshold levels of> 140 ppb, 5c controls do not seem to have much impact 

in reducing high ozone concentrations within the New York subdomain. Figure lla also shows the 

impact of NOx disbenefit that arises from stringent NOxcontrols within the New York subdomain 

for NY-5g-RO simulations. 

Similar plots for threshold levels ·from maximum 8-hour averaged ozone concentrations at ranges 

of 60-80 ppb, 81-100 ppb, 101-120 ppb, 121-140 ppb and > 141 ppb are shown in Figures 12a, 

12b and 12c. Though the disbenefits from NOx controls are not seen in this set of plots, the 

benefits obtained at lower threshold levels and varying responses from 5g and 5c at higher threshold 

levels as mentioned in the case of hourly average ozone concentrations are also seen here. The 

patterns seen from the Inverse 5g rollout simulations for both hourly averaged ozone concentrations 

and 8-hour average ozone concentrations seem to be qualitatively mirror images of the 5g rollout 

simulations. This might be an indication of the robustness of the rollout approach for estimating 
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scales of transport by applying controls at incremental steps from the chosen AOV. 

The scales of transport at 75% and 90% effectiveness versus distance in kilometers for the poly

nomial and logistic models are plotted in Figures 13a and 13b, for the various objective metrics. 

While the differences between the polynomial and logistic models are almost negligible at distances 

less than 200 km, the logistic model tends to estimate larger scales of transport than the polynomial 

model at longer ranges from the AOV. It is also seen that using the 5c level of controls, while a 

75% effectiveness might be obtained at a scale of 150 km, one has to reach 750 km to get a 90% 

effectiveness in reducing peak hourly ozone concentrations. However, the rollout simulations with 

5g controls indicate distances of only 160 and 350 km respectively. 

All the above results pertain to model predictions from layer 1 (Ground level) of UAM-V. The 

complete set of results from these simulations is provided separately. 
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Figure 9: Estimation of Transport Scales (Distance from Subdomain vs Percent Effectiveness) from 

Rollout Simulations (NY-5g-RO, NY-5g-R16, NY-5g-R32 and NY-5g-R48) using Percent Effective-

ness of Peak Hourly Ozone Concentrations, Grid Cells > 100 ppb and Grid Cell-Hrs > 100 ppb with 

three different fitted models. 
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Figure 10: Estimation of Transport Scales (Distance from Subdomain vs Percent Effectiveness) 

from Rollout Simulations (NY-5g-IRO, NY-5g-IR16, NY-5g-IR32 and NY-5g-IR48) using Percent 

Effectiveness of Peak Hourly Ozone Concentrations, Grid Cells > 100 ppb and Grid Cell-Hrs > 100 

ppb with three different fitted models. 
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Figure 11: (a),(b) and (c) Episode Composite Decrease in Number of Grid Cells Above Threshold 

1-Hour Maximum Ozone Concentrations from Base Case. 
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Figure 12: (a),(b) and (c) Episode Composite Decrease in Number of Grid Cells Above Threshold 

8-Bour Maximum Ozone Concentrations from Base Case. 
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Figure 13: Estimated Scales of Transport from (a) 5g and (b) 5c Rollout Simulations. 
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4 Auxiliary Sensitivity Simulations 

To compare the effects of emissions from specific source categories, various other sensitivities are 

also performed. Some of these are emission reductions from point sources vs area sources, ground 

level point vs elevated point, etc. The following discussion summarizes a sensitivity performed with 

day-specific emissions estimates versus seasonal estimates for utility sources. 

4.1 Impact of Day-specific Emissions Data from Utility Sources 

Emissions from point sources and variability in spatial and temporal emissions patterns and in me

teorological and concentration fields have significant effects on the dynamics of photochemical air 

pollution systems and the associated environmental consequences. Typical modeling inventories 

have annual or seasonal estimates of emissions from major point sources, and these sources con

tribute to more than a third of the total NOx inventory in an urban airshed. It is thus important to 

characterize the inputs from these sources as accurately as possible in the inputs to photochemical 

modeling. There are various ways to study the impact of these sources, by incorporating in pho

tochemical models, certain attributes of the dynamic processes, such as chemical reaction, mixing, 

dispersion and deposition, that occur at spatial scales finer than the size of the modeling grid cell. 

Plume-in-Grid models (integrated within Photochemical Air Quality Simulation Models) represent 

one way of resolving subgrid phenomena, and the efficiency of this approach, of course, depends on 

the adequacy of the formulations of the plume model and the plume-grid coupling. Since UAM-IV 

does not have a Plume-in-Grid option, an alternative approach is resorted to here. It is hypothe

sized here that using a day-specific emissions inventory (as opposed to a typical seasonal estimate) is 

likely to improve the characterization of the emissions inputs in the photochemical modeling system. 

Two sets of Urban Airshed Model simulations were performed here as well for two episodes, i.e., 

the July 6-8, 1988 and the July 18-20, 1991 [11]. The first was based on the 1990 state base year 
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emissions inventories and the other in which emissions data for major utility sources alone were 

substituted with day-specific information obtained from the facilities for the episode days chosen for 

modeling [9]. All other inputs were kept constant in the two sets of simulations. From those shown 

here, day-specific emissions information were available for 82 sources for the July 1988 episode and 

74 sources for the July 1991 episode, and these were used to replace the default information from 

the 1990 state-based emissions inventories. From comparison between the base case and sensitivity 

scenario for the percent distribution between the different source categories for both NOx and VOC 

emissions for July 7, 1988 and July 19, 1991, it can be seen that the percent of NOx emissions from 

Point sources (both elevated and low-level sources) comes down from 60 %in the base case to 56 

% in the sensitivity scenario on July 7, 1988. Similarly, for July 19, 1991, the contribution of NOx 

emissions from Point sources comes down from 60 % to 50 As can be seen from both the episodes. 

the default estimates from the state-based inventories and using the default temporal profiles from 

EPS2.0 tend to overestimate the utility emissions. It should be noted that the assignment of point 

sources to elevated or low-level within the model is done based on the plume-rise algorithm built in 

EPS2.0 [4]. 

Results: The results from this set of sensitivity simulations to study the effect of day-specific 

emissions inventories are summarized separately [9]. Though initial analysis as given here suggest 

different trends based on the metric that one is interested in - reducing the hourly maxima or 

reducing the population exposure to unhealthy levels of ozone concentrations - it is learnt that 

the usage of additional metrics beyond the conventional one-hour maximum concentration provide 

additional insight into the effect of any kind of emissions reduction or sensitivity study. To evaluate 

the impacts on ground level ozone concentrations in the near vicinity of major utility sources, the 

predictions by the model are compared to observations from monitoring stations. The comparative 

time-series plots for one such station, located in Mercer County, NJ, shows that in the case of the 

July 1988 episode, the predictions from the sensitivity simulation are much closer to the observations 
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than the base case itself. This is probably caused by titration of ozone by the huge source emitting 

NO:It in the near vicinity, the effect of which is not seen as well while using day-specific information. 

Another comparison is also made to see how well the two cases predict the highest and lowest ozone 

concentrations within a radius of 9 cells around a given monitor. The predictions from the two cases 

do not show marked differences for both the episodes for this analysis. 
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1 Introduction 

Accurate estimation of population exposures to tropospheric ozone is necessary in order to understand and 

quantify the health impact of this air pollutant on human health through the development of a cause-effect 

connection. A number of regional exposure models have been developed with the objective of establishing 

a relationship between air quality and human exposure. These models require extensive information on 

observed and/or calculated ground-level outdoor ozone. The present study aims to comparatively evaluate 

the two general methods available for developing this information, i.e. (a) photochemical modeling and (b) 

ambient monitoring combined with geostatistical interpolation techniques. These methods can be used in ei

ther a mutually exclusive manner or a complementary fashion, to calculate hourly ozone concentration fields, 

that are then combined with information on the spatial and temporal distribution of the human population 

in the geographical area of concern. In addition to information on surface ozone ~oncentrations, calculation 

of "actual" individual exposures requires micro-environmental measurements or modeling, while calculation 

of population exposure distributions requires information on the distributions of indoor air-exchange rates [8] 

and time-activity patterns. The present study, however, does not include these aspects in the calculation 

of exposure estimates and the results presented here are only the Potential Population Exposure Estimates 

to Outdoor Ozone (Ep,o)· Therefore, it is to be noted that wherever "exposure" is used in this paper, it is 

defined to be the Ep,o, considering a scenario where the entire population in the target area either lived and 

worked in structures with an infinite air exchange rate or spent all the time, during the episodes, outdoors. 

Also, the estimates calculated here are not aimed to depict the actual scenario but are intended to serve as 

more of an upper-bound of potential exposure to ozone. 

The size of databases developed from continuous ozone monitoring networks, such as the Aerometric In

formation Retrieval System (AIRS) [11] in the United States, as well as the existence of complex spatial 

and temporal patterns in measured ozone concentrations, has motivated the use of advanced techniques for 

data analysis and presentation [2]. Geostatistical techniques have been used in the past to investigate the 
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surface distribution of ozone observations during selected hours of the day. The point values at the nodes 

of a grid, covering a region, can be estimated by geostatistical methodologies, in order to produce time

sequential mappings of hourly ozone concentrations for the investigation of regional air quality patterns. 

Geostatistical approaches utilize spatial correlation information in the estimation process with the help of a 

variogram model. which is defined for a spatial data set as the measure of (dis)association between pairs of 

random variables separated by a finite vector distance. More specifically, the popular interpolation method of 

kriging (5] employs a variogram determination step that involves examining the spatial correlation patterns 

of observed data. in order to develop interpolation rules for "filling in., concentration values for the entire 

domain of concern. 

In this study, the validity and the usefulness of the kriging interpolation methodology for the spatial data sets 

of ground-level ozone concentrations, provided by the monitoring network in the New Jersey- Philadelphia 

-Delaware Valley area, shown in Figure 1, is evaluated through the following approach: UAM- IV (Urban 

Airshed Model- IV) [15], a photochemical grid-based air quality model, that has been extensively evaluated 

for the geographical area and the ozone episodes considered in this work [11], is used to calculate ozone 

concentration fields over the entire study area on a 5 x 5 km2 grid. The concentration map, thus obtained, 

is interfaced with the population distribution to arrive_at E11,0 estimates using the complete UAM calculated 

fields (E~~J). Then, hourly concentration values corresponding to the locations of the 38 air quality monitors 

in the area, listed in Table 1 and shown in Figure 1, are extracted from the complete UAM calculated fields. 

These values are then interpolated over the entire grid, using kriging, to produce a second concentration 

field for each hour of the episode days considered. Subsequently, the Ep,o calculated on the basis of this 

interpolated field, namely, Ep,o estimates from kriged UAM concentrations (E~~J ) are compared to those 

estimated from the complete output of the photochemical model, i.e. E~~J. Since the mechanistic model 

produces a self-consistent concentration field that obeys all relevant physical and chemical constraints (mass 

balances, thermodynamic limits, reaction yields, etc.), the ability of the interpolation method to reproduce 

or approximate E~~J distribution by using only the concentration values at the monitors' locations, can be 
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considered a proof of the adequacy of the interpolation technique as well as the monitoring network (the 

number of air quality monitoring stations), at least as far as Ep,o estimates are concerned. However, it should 

be mentioned at this point that such a conclusion about kriging is specific to the study-area and also to the 

metric considered in this paper. Once the adequacy of the kriging methodology and the monitoring network 

have thus been established, one can use the appropriate geostatistical methodology to interpolate observed 

concentrations. from the monitoring network, over the entire domain of concern. Using these values, potential 

population exposures to ozone in the area, namely, Ep,o from kriged monitoring-station concentrations ( E~~J ), 

can be estimated. These "observation-based" estimates (E~~J) can then be compared with the corresponding 

estimates from the UAM application (either .. complete-output-based" (E~~J) or ""interpolated-field-based" 

( E~~J)) to evaluate the performance of the photochemical model with respect to human population exposure 

assessment objectives. 

2 Background 

Human exposure modeling on a regional basis represents a relatively new area of exposure assessment. Ex

posure models attempt to establish a relationship between air quality and human exposure. The most widely 

used ""mechanistic" model that accounts for microenvironmental concentration variation is the NAAQS (Na

tional Ambient Air Quality Standards) Exposure Model (NEM) [1]. NEM is a deterministic model that 

simulates the movements of population subsets through geographic locations, defined by different ambient 

pollutant levels. This model defines a limited number of activity patterns for the members of a specific 

section of population (cohort). Pollutant concentrations for various microenvironments, i.e. indoor or out

door spaces where individuals are exposed to the pollutant of concern, are estimated from outdoor fixed 

site monitors. The Regional Human Exposure Model (REHEX) [1] and the probabilistic NAAQS Exposure 

Model (pNEM) [7] are two models that have been derived from NEM, and incorporate various refinements 

in their exposure assessment methodology. 

REHEX was developed to assess exposure to ozone and other criteria air pollutants in California's South 
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Coast Air Basin (SoCAB) [1]. The mathematical framework of REHEX is primarily based on NEM. but 

includes a statistically more robust treatment of human time-activity. a refined calculation method for hu

man dosage. and the capability for application with finer geographic and demographic resolution. REHEX 

defines three micro-environments: outdoor, in-transit and indoor. The population of the study area is 

divided into user-defined demographic groups based on common sets of time-activity patterns. A simple 

two-state mobility model is incorporated in its framework, to simulate movement of residents from their 

home exposure district to their work exposure district. Exercise state data for each demographic group in 

each microenvironment for every hour of the day are included in the modeling procedure. Typical excercise 

states are asleep. awake at rest. and low medium and high excercise levels [1]. The baseline air quality 

data used in the abovementioned SoCAB study were developed from spatial interpolation of hourly data 

from a network of air quality stations in the SoCAB Urban Airshed modeling domain. The future year 

exposure assessment employed ozone projections obtained from the Urban Aished Model which is also used 

in the present study and discussed further later. REHEX calculates four types of distributions for a single 

pollutant during an exposure period in a simulation: ( i) the number of occurrences of exposure to spe

cific ranges of air pollutant concentrations, ( ii) the number of persons with one or more hours of exposure 

to specific ranges of air polllutant concentrations, (iii) the number of occurrences of human dosage at spe

cific ranges of dose rates, and ( iv) the' number of persons with one or more hours of dose at specific dose rates. 

pNEM is an outcome of the incorporation of probabilistic elements into the NEM methodology. The 

pNEM/03 model superceded the NEM model in 1990. As mentioned earlier, the calculation of actual 

indoor ozone exposures requires the use of time/activity data and a mass balance model. This latter ap

proach is the basis for the pNEM/03 exposure model. pNEM/03 provides a more sophisticated treatment 

of human time/activity patterns and ozone dosage as compared to REHEX. Furthermore, pNEM/03 defines 

more microenvironment&, provides finer resolution for time/activity and excercise data (one-minute resolu

tion), and defines most factors affecting exposure as distributions rather than single-valued point estimates. 

The population of interest is divided into cohorts based on identical time-activity patterns but pNEM sup-
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pox;ts a larger number of cohorts than REHEX. An exposure event sequence is developed for each cohort 

for a defined exposure period. The air quality data are derived from fixed-site monitor observations. In this 

model. the study area is subdivided into exposure districts such that each exposure district is associated with 

one fixed-site ozone monitor. The pollutant concentration, ventilation rate and other physiologic indicators 

associated with each of these exposure events are also estimated. Cohort exposures that are calculated are 

then extrapolated to the population of interest and to other sensitive groups. A simple mass balance model 

based on the NRK model [7], is incorporated in pNEM to calculate indoor ozone concentrations from ob

served outdoor concentrations. The EPA has developed a special version of pNEM/03 for applications to 

multi-state regions [4]. In this special application, the Regional Oxidant Model (ROM) was used to estimate 

ambient ozone levels within each of 2235 districts over a 13-day period. The ROM-based ozone concentra

tions were used in place of fixed-:site monitoring data to represent ambient concentrations in pNEM/03. A 

mass balance model was then used to adjust the ambient ozone concentratio~s to reflect microenvironmental 

effects. 

In the present study, both geostatistical analyses and photochemical modeling with UAM-IV are employed 

to derive the concentration fields for .. exposure" calculations. UAM-IV is the photochemical grid-based 

model that has undergone the most extensive usage and evaluation, with applications to several urban areas 

in the United States, Europe, and the Far East. UAM has been under continuing development since the 

early 1970's and currently represents the standard regulatory tool for urban-scale studies of photochemical 

pollution [11]. It solves the atmospheric diffusion equation numerically, in terrain-following coordinates, 

on a three-dimensional grid covering the airshed of interest. This grid defines cells that are square in the 

horizontal direction with typical dimensions ranging from 2 x 2 to 8 x 8 km2• In the vertical direction, the 

thickness of the layers of cells is determined by the diffusion break, region top, and the minimum layer thick

ness. The diffusion break corresponds to the top of the spatially and temporally evolving mixing layer [11]. 

The region top is usually defined at or slightly above, the maximum daily diffusion break. Typical applica

tions of UAM-IV employ 2 to 3 layers above and below the diffusion break, while the region top is located 



6 

about 2 km above ground level. The numerical solution methods used by UAM are based on finite difference 

schemes and employ the concept of fractional steps: (a) advection/diffusion solved in the x-direction; (b) 

advection/diffusion solved in the y-direction; (c) emissions injected and advection/diffusion solved in the 

vertical direction; and (d) chemical transformations performed for reactive pollutants. The standard version 

ofUAM-IV incorporates the CBM-IV (Carbon Bond Mechanism, version IV) photochemical mechanism [15]. 

Boundary conditions for the U AM-IV calculations were provided by regional simulations of the episodes con

sidered over the North-Eastern United Sates, performed by EPA- OAQPS with ROM version 2.2 (ROM 2.2) 

[11]. The complete modeling system employed for the present study, involving the core chemistry/transport 

models, as well as for pre- and post-processing information, is presented schematically in Figure 2. 

3 Approach 

The geographical area considered in this study is shown in Figure 1: it includes the entire State of New 

Jersey and parts of New York, Pennsylvania, Delaware and Maryland and has a geographical extent of 260 x 

290 km; the UAM modeling grid used had a resolution of 5 km2• The domain extends from SW UTM (Uni

versal Transverse Mercator coordinates) 350E, 4285N toNE UTM 610E, 4575N. The severe ozone episodes 

of July 7-8, 1988 and July 19-20, 1991 were chosen as the modeling days for this study. Input windfields 

for UAM were developed using all available monitored meteorological information and the Diagnostic Wind 

Model (DWM) [14]. Spatially varying mixing height fields were developed using the MIXEMUP (Mixing

Height Estimation Methodology for UAM Purposes) (12] model and emissions inventories were developed 

from databases provided by the States in the modeling domain (1990 data backcasted and forecasted to 1988 

and 1991 respectively). The sources for surface ozone data, used in this study, are the air quality stations 

located within the modeling domain that report to U.S. EPA's Aerometric Information Retrieval System 

(AIRS) (11]. AIRS is a computer-based repository of information about airborne pollutants in the United 

States [13] that facilitates the submission and retrieval of air pollution data by state and local agencies. The 

human population databases for the domain were developed from the 1990 and 1980 US Census data. 
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Hourly ozone measurements for the 24 hours of each day were retrieved from AIRS. for 38 monitoring 

stations in the domain for July 7-8, 1988, 36 stations for July 19th. 1991 and 35 stations for July 20th. 

1991. The geostatistical analyses of the above data sets were conducted using the GSLIB (Geostatistical 

Software Library) (3] software package developed by Deutsch and Journel (1992). the ARC-INFO (6] Geo

graphical Information System. and procedures for semivariogram development that are described in detail 

by Georgopoulos ( 1995) (9]. It should be noted that the nmuber of observation points. in the domain. is 

not large enough to allow -automatic- application of the kriging interpolation methodology by ARC-INFO 

or other software packages that incorporate this option. This led to the development and application of the 

abovementioned procedures. 

3.1 Structural Analysis of Ozone data 

Two-dimensional correlation (variogram) analysis was performed for the 24 hourly data files of each day. 

For comparison purpqses. both spherical and exponential models (see Appendix A) were used in the semi

variogranl analyses. It should be noted that these variogran1s depend on the hour-specific spatial characteris

tics of the measured (or calculated) ozone data. Significant similarities in patterns are observed in the spatial 

structures of the hours corresponding to the evening or night hours but there are significant differences be

tween the daytime and evening hour structures. This disparity in the ozone pattern between different periods 

of the day may be attributed to the factors that control the ozone concentrations (local effects and regional 

effects), that have varying influence through the evolution of the day. Ordinary two-dimensional kriging 

was performed on each of the data sets, using both the semivariogram models mentioned, with paran1eters 

calculated [9] for each hour of the modeling days considered in this study. The county level population data 

were allocated to the 5 x 5 km2 of the modeling domain using "surrogate" activity /density factors developed 

by the EPA- OAQPS (Office of Air Quality Planning and Standards) [16]. These factors are fractions·( of 

county attributes) that are allocated to each grid-cell of the domain based on several influencing factors such 

as land use. type and location of industries, transport. etc. A more detailed description of these factors can 
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be found in the reference last cited. On the basis of this approach, the population distribution considered 

in this study was temporally invariant but spatially resolved at a 5 km2 scale. 

The concentrations calculated from the photochemical modeling and the kriging of observed or calculated 

values were interfaced with the spatial population distribution to arrive at various "'exposure" estimates. The 

primary -exposure" metric calculated in this study is the product of the concentration and the population 

per grid cell of the domain : 

Ep,o =Ozone Concentration x Population per grid cell. 

This metric is a gross "exposure- estimate which was found to be insensitive to the ozone concentration 

fields. Therefore. another modified metric, Ep,o.120• was used which is defined as the fraction of the exposed 

population experiencing 1-hour ozone exposures above 120 ppb. Since this metric would be a linear function 

with a constant denominator i.e. total population, the metric was redefined to mathematically read as: 

(Cez x Population) per grid cell ifC0 > 120ppb 
Ep,o,120 = 

0 if Co ~ 120ppb 

where, Co = Ozone Concentration in cell and Cez = Co - 120. 

Furthermore, metrics such as domain-wide Ep,o• running eight-hour (corresponding to cumulative Ep,o over 

the preceding eight hours) average Ep,o• 24-hour average Ep,o and 12-hour averages representing the daylight

hours Ep.o (from 7am to 7pm for each modeling day), were calculated for the four episode days targeted by 

this study. 

4 Results and discussion 

The ability of UAM-IV to reproduce concentration fields during the four episode days considered has been 

demonstrated in detail in [10]. Here, we summarize the performance evaluation studies in Table 2. This 

table provides information about the mean bias, gross error, variance, etc. Furthermore, Figures 3(a) and 

3(b) show a time series comparison of observed ozone values versus the upper and lower estimates ofUAM for 

four monitor locations representing different situations within the modeling domain (urban, suburban, rural 
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and coastal stations). Calculated values of Ep,o using concentration fields from photochemical modeling and 

from observations are shown in Figures 4( a) to 4( e). The dependence of the Ep.o on the ozone concentration 

and spatial population fields is illustrated in these figures. It is seen here that the Ep,o pattern is driven 

mainly by the population distribution over the domain and that the detailed patterns of the ozone fields have 

relatively little influence on the Ep,o fields calculated in this study. Also, the Ep,o estimates from UAM and 

UAM-related values are higher than those derived from kriged-monitor observations. However, the modified 

Ep.o distributions i.e Ep,o,12o, interestingly, do not show the same trend (Figure 5). Besides, these figures 

also show that the Ep,o.120 derived from UAM and UAM-related concentrations are significantly lower than 

those derived from kriged-monitor observations. This is in stark contrast to the conclusion arrived at earlier 

from the Ep,o estimates. This contrast clearly indicates that the Ep,o distributions were mainly influenced by 

the population. This difference also suggests that for low concentrations (below 120 ppb) E~~J and E~~J are 

higher than E~~J and vice versa for high concentrations (above 120 ppb). Estimates of the 1-hour-average 

domain-wide Ep,o are represented in Figures 6(a) and 6(b). It can also be seen that the E~~J estimates 

are lower than E~~J estimates. Moreover, the E~~l estimates are almost identical to the E~~J estimates , 

irrespective of the semi-variogram model used. The "exposure" estimates developed via kriging, using the 

spherical semi-variogram model, are not significantly different from those calculated via kriging using the 

exponential model. Similar trends can be observed for the running 8-hour average "exposures" illustrated in 

Figures 7(a) and 7(b). This typical behavior is seen in "exposures" for all the four days modeled. Further

more, the E~~l developed using the exponential kriging model appear to give a slightly better reproduction 

of the E~~l as compared to those developed using the spherical model. This same aspect is reflected in the 

24-hour average "exposures" too. However, for most practical purposes, the two semivariogram models could 

be considered equivalent, for exposure assessment objectives. 

The E~:l estimates, illustrated in Figures 7(a) and 7(b) are a very close representation of the E~~J itself al

though the concentration fields produced by kriging of these values clearly fail to capture the detail present 

in the UAM concentration estimates. 

The spatial distribution of 12-hour average population "exposures" in the modeling domain calculated for 
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eac:h of the four modeling days corresponding to daylight hours (0700- 1800 hours) are shown in Figure 8. 

The close resemblance of the .. exposure" patterns corresponding to the UAM calculations is observed in 

these figures too. 

The three-dimensional plots, shown in Figure 9, describe the relationship between duration of exposure, 

concentration of ozone and number of people exposed to that concentration for a given duration. Any point 

on this plot gives an estimate of "'the number of people exposed to levels of ozone greater than or equal to the 

corresponding concentration coordinate for time periods greater than or equal to the corresponding duration 

coordinate~. These plots exhibit the general trend of UAM-based calculations (E}~J and E}~J) to overesti

mate relative to the observation-based ones (E~~J) (and within the latter, of calculations with exponential 

semivariograms to produce slightly higher .. exposure" estimates than those with spherical semivariograms). 

A closer look at these plots (Figure 10) shows that at low levels of ozone (below approximately 120ppb), the 

E~~J and ~~J are higher than ~~J, but at higher ozone levels (above 120ppb), the scenario is reversed i.e. 

E~~J are higher than the E~~J or E~~J which is in agreement with the earlier observation drawn from figures 

4 and 5. 

Although temporally invariant population patterns were used in this study, the models and calculations 

demonstrated here can also directly accept temporal population variation, which arises due to intra-domain 

as well as inter-state movement of population. Work is in progress to include this aspect of population 

variation. However, the objective of this study is not to calculate the most accurate possible estimate of 

human exposure to ozone but rather to calculate a reasonable upper-bound of potential outdoor population 

exposure, as mentioned earlier. It should also be mentioned that the hourly variation of spatial popula

tion patterns shall not affect the conclusions regarding (a) validity of the monitoring network design (b) 

usefulness of the kriging interpolation method, and (c) overprediction of UAM-based methodologies versus 

observation-based methodologies, subject to levels of ozone, that were presented in this paper. This is due 

to the fact that the .. exposure" estimates are linearly related to the concentration fields and therefore the 

same proportionality factors resulting from incorporation of temporal variability of population patterns will 

apply to all the calculations discussed above. 
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5 Conclusions 

In this study it was shown that kriging of ozone values at the locations of the monitoring network in the New 

Jersey - Philadelphia- Delaware Valley area can successfully reconstruct E~~J distributions despite the fact 

that the depicted concentration fields cannot be accurately reproduced by this geostatistical methodology. 

This appears to be a consequence of the fact that gradients in the spatial population distribution in the 

domain considered are far greater than the ·gradients in the ozone fields. This observation leads to the 

preliminary conclusion that, as far as population exposure to ozone is concerned, the existing network of 38 

air quality stations in this area can provide a valid database for characterizing ozone exposure estimates. 

Furthermore. the E~~J and E~~J are higher than E~~J for concentrations below 120 ppb and the scenario 

is reversed for concentrations above 120ppb. Another useful conclusion reached through the present study 

is that differences between "'exposure" estimates calculated via kriging using t)le spherical semivariogran1 

and via kriging using the exponential semi-variogram model, are insignificant, with the exponential-based 

calculations performing slightly better. Therefore, it could be stated that as long as the analysis of observed 

data is performed in a consistent way, the choice of semi-variogram model can be inconsequential for exposure 

assessment purposes. 

6 Appendix A: Mathematical Formulation of Kriging 

The variogram distance, 7(h), of a dataset is defined as the measure of (dis)association between pairs of 

random variables separated by vector distance h and is given by the equation: 

where N(h) is the number of pairs, his the separation vector, Yi is the value at the head of vector hand 

:Ci is the value at the tail of vector h of the pair i. 

The semivariogram is defined as half of the average squared difference between two attribute values approx-

imately separated by vector h. The two most commonly occuring forms of semivariograms in geostatistical 
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applications are the spherical model, 

{ 

c [1.5~- 0.5 (~f] 
-y(h) = 

c 

if h $a 

if h ~a 

and the exponential model, 

-y(h) = c [ 1 - exp(- ~)] . 

The above semivariogram model formulations contain two parameters, a and c known in geostatistical ter-

minology as the ... range" and the "'sill", respectively. The range a is defined as that distance at which any 

further increase in separation distance between pairs does not result in a corresponding increase in the av-

erage squared difference between the pairs. The variogram reaches a plateau at this range. This plateau is 

the sill value c. 

The ordinary kriging estimate is defined as the weighted linear combination on random variables at available 

sampling locations [5]: 

n 

V(zo) = L: w;V(z;) 
i=l 

The estimation error which is the difference between the the estimate and the true value is given by, 

n 

R(zo) = V(zo)- V(zo) = L w;V(z;)- V(zo) 
i=l 

Applying the formula for expected value of a linear combination, we have, 

n n 

E{R(zo)} = E{L: w;V(z;)- V(zo)} = L: w;E{V(z;)}- E{V(zo)} 
i=l i=l 

Assuming a stationary random function, all the expected values on the right hand side of the above equation 

can be expressed as E{V}. Therefore, 

n 

E{R(zo)} = L w;E{V}- E{V} 
i=l 

To assure unbiasedness, the expected value of error is set to zero: 

n 

E{R(zo)} = 0 = E{V} L: w;- E{V} 
i=l 



therefore, 
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Table 1: Geographic information of the air quality monitoring stations located within the U AM Philadelphia
NJ domain. 

I Short IDa I Site ID II City Name I State I Latitude I Longitude I 
DOVE 10-001-0001 DOVER DE N39.1683 
NEC1 10-003-3001 NEW CASTLE CO DE N39.8089 
NEC2 10-003-1003 NEW CASTLE CO DE N39.7506 
NEC3 10-003-0018 NEW CASTLE CO DE N39.5631 
ATLA 34-001-0005 ATLANTIC CO NJ N39.5244 
BAYO 34-017-0006 BAYONNE NJ N40.6700 
CAM2 34-007-0003 CAMDEN NJ N39.9228 
CAMD 34-007-1001 CAMDEN CO NJ N39.6733 
CLIF 34-003-0001 CLIFFSIDE PARK NJ N40.8081 

CUMB 34-011-0007 CUMBERLAND CO NJ N39.4217 
FLEM 34-019-1001 FLEMINGTON NJ N40.5161 
GLOU 34-015-0002 GLOUCESTER CO NJ N39.7989 
MCGU 34-005-3001 MCGUIRE AFB NJ N40.0500 
MERC 34-021-0005 MERCER CO NJ N40.2825 
MORR 34-027-3001 MORRIS CO NJ N40.7869 
NWRK 34-013-0011 NEWARK NJ N40.7264 
PLAN 34-039-5001 PLAINFIELD NJ N40.6006 
RYDL 34-023-0006 RYDERSLANE NJ N40.4728 
NYC2 36-061-0005 NYC NY N40.7389 
NYC3 36-047-0007 NYC NY N40.5919 
NYC4 36-085-0067 NYC (RICHMOND) NY N40.5967 
QUEE 36-081-0004 NYC (QUEEN) NY N40.7353 
WHIT 36-119-2004 WHITE PLAINS NY N41.0517 
ALLN 42-077-0004 ALLENTOWN PA N40.6117 
BETH 42-095-0017 BETHLEHEM PA N40.6197 
BRIS 42-017-0012 BRISTOL PA N40.2472 
CHES 42-045-0002 CHESTER PA N39.8367 
EAST 42-095-0010 EASTON PA N40.6758 
FOLC 42-045-0103 FOLCROFT PA N39.8886 
KUTZ 42-011-0001 KUTZTOWN PA N40.5103 
NANT 42-079-1100 NANTICOKE PA N41.2097 
NORR 42-091-0013 NORRISTOWN PA N40.1117 
PHIL 42-101-0004 PHILADELPHIA PA N40.0494 
READ 42-011-0009 READING PA N40.3206 
WILK 42-079-1101 WILKES BARRE PA N41.2650 

"For illustration convenience, the abbreviatioDS were assigned to individual 
stations and will be used in the present study. 

W75.5000 
W75.6253 
W75.4961 
W75.7331 
W74.4597 
W74.1258 
W75.0969 
W74.8569 
W73.9928 
W75.0258 
W74.8097 
W75.2181 
W74.5869 
W74.7467 
W74.6775 
W74.1439 
W74.4419 
W74.4256 
W73.9861 
W73.9375 
W74.1264 
W73.8169 
W73.7642 
W75.4331 
W75.3642 
W74.9972 
W75.3744 
W75.2172 
W75.2742 
W75.7850 
W76.0039 
W75.3103 
W75.2403 
W75.9275 
W75.8464 



Table 2: Summary of performance evaluation statistics for UAM base-case simulations for the 1988 and 1991 episodes 

------ --- - - - - -- - - - -- -----Episodes Date Daily Accuracy of Peak Estimates (%) Normalized Mean Normalized Gross 
Max Paared T-Patred S-Paared Unpaired Average Bias Bias Error Error 
ppb (%) (ppb) (%) (ppb) 

1988 July 7 186.0 -30.22 -28.41 -21.24 -11.43 26.51 -0.74 -5.0 24.34 22.9 
1988 July 8 213.0 -39.95 -10.84 -35.81 1.43 20.66 15.60 10.1 26.39 22.8 
1991 July 19 155.0 -16.56 0.12 -8.52 3.33 19.66 11.41 6.6 25.70 20.0 
1991 July 20 190.3 -14.05 . -12.7 -14.05 5.72 11.89 2.12 0.3 20.45 18.1 

Variance 

(ppb2) 
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Figure 2: Structure of the comprehensive multiscale ozone modeling system. including core preprocessor and 

postprocessor models employed in the present study 
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Figure 3(a): Comparisons of time-series of observed ozone values versus the upper and lower estimates of 

UAM for four monitor locations representing four different scenarios within the modeling domain: (a) urban, 

(b) suburban/rural, (c) coastal and (d) suburban for July 07th and 08th, 1988 
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Figure 4(c): Influence of population distribution and ozone concentrations on Ep,o estimates: (from bottom 

to top) Study Area, Population Distribution, Kriged (Spherical) UAM Concentrations Field, Corresponding 

E~~J Patterns for the 1400-1500 hour of July 07th, 1988 
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Figure 6(a): Domain-wide one-hour average Ep,o calculated from E~~J, E~~J and E~~J, and the corresponding 

24-hour averages for July 07th and 08th, 1988 
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corresponding 24-hour averages for July 19th and 20th, 1991 
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Figure 9: Comparison of exposure scenarios calculated from E~~J, E~:J and E~~J. showing the population 

exposed to different ozone concentration levels for the corresponding durations for July 07th, 1988 (original 

figure in color) 
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Figure 10: A zoomed-in view of Fig. 9 (original figure in color) 
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1 Introduction 

In order to understand the impact of photochemical air pollutants on human health. accurate estimation 

of population exposures is necessary. A number of computer-based regional exposure modeling approaches 

have been developed to address this need [1]. 

The present work focuses on the tools and methods employed in the development of an integrated system 

for modeling ozone (and other photochemical pollutant) concentrations and related human exposures. The 

development of this comprehensive system was based on the following conceptual approach: 

• evaluation and selection of software tools for effective data retrieval and management. 

• development and evaluation of complementary, data-driven methods for calculating the spatial distri

bution of ozone. in addition to emissions-based photochemical modeling, 

• formulation and computational calculation of effective exposure metrics, that incorporate the infor

mation derived from photochemical modeling and data analyses and from population 'distr~bution 

databases, 

• development of visualization tools depicting various spatial, temporal and population-based attributes 

of exposure. 

Figure 1 represents the framework of this system which is under continuing development. This effort aims 

to provide and test tools that can help decision-makers in identifying strategies for pursuing attainment of 

ambient ozone air quality standards that at the same time minimize potential population exposures. 

2 Methodology 

2.1 Overall Approach 

One of the early objectives of this effort was to investigate the suitability of software tools in exposure 

calculations and visualization. For the purpose of calculating ozone concentrations, two primary methods 

are available, photochemical modeling and data interpolation techniques. Photochemical modeling within 
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the present framework currently involves the application of the two most recent versions of the grid-based 

Urban Airshed Model, version IV- UAM-IV [2] and UAM- V (Variable Grid version) [3]. The geostatistical 

interpolation method currently used employs various kriging-based routines. Potential population exposure 

calculations require the interfacing of the concentration data thus derived with demographic data through 

exposure metrics. Calculation of "actual" population exposure estimates requires additional information 

about population activities, microenvironmental properties and air exchange rates. The present framework 

is being developed to utilize the approach of the probabilistic NAAQS (National Ambient Air Quality 

Standards) Exposure Model (pNEM) [4, 5] which was developed by International Technology Air Qu~ity 

Services for the U. S. Environmental Pollution Agency (EPA). pNEM estimates "actual" exposures to air 

pollutants by combining human time/activity data and air exchange rates, with air quality information. 

pNEM divides the population of interest into an exhaustive set of cohorts, develops exposure event sequences 

for these cohorts and subsequently extrapolating cohort exposures to the population of interest and individual 

sensitive groups. An in-depth discussion of this model and the methodology can be found in Ref. [6]. 

Individual exposure estimation requires case-specific modeling and further processing of the ambient air 

quality information. For the purpose of calculating individual exposures, the ozone concentration distribu

tion, calculated through the air quality models mentioned earlier, can be imported into a comprehensive 

integrated Exposure and Dose Modeling and Analysis System (EDMAS) [7] which provides a variety of 

tools for performing exposure and dose analyses for individuals. This system incorporates physiologically 

based (respiratory tract transport) pharmacokinetic models for ozone dosimetry, coupled with a family of 

microenvironmental models that includes multi-compartmental indoor air modules coupled with "local" out

door air modules. The outdoor and indoor air compartments of EDMAS incorporate solvers for arbitrary 

(user-defined) photochemistry and "dark" chemistry; default reaction sets are also provided. 

2.2 Data Requirements 

The modeling framework discussed here requires five primary categories of data: (i) human distribu

tion/activity data,(ii) land type and land use data, (iii) emission data, (iv) meteorological data, and (v) 
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air quality data. Retrieval and management of this information is in itself a computer and labor intensive 

task: this is, however, being significantly facilitated by recent improvements in database, Geographic Infor

mation Systems (GIS) and Web accessing technologies [8]. Demographic data are in general obtained from 

state agencies; demographic data can also be retrieved from the databases maintained at the U.S. Census 

Bureau's Web site [9]: for example, population data for the Eastern US in the 1990 census were retrieved 

through an interactive querying process from ·the Summary Tape File 9 (STF3) database that provides a 

wide variety of options involving socioeconomic and demographic variables. Land use and land type d~ta are 

available from the U. S. Geological Survey [10]. These data combined with population data aid the spatial 

distribution of regional emissions, which are retrieved from the state-developed State 1990 inventories or 

USEPA's Interim inventories. The air quality data are retrieved from the Aerometric Information Retrieval 

System (AIRS) [11] database which is a computer-based repository of information of airborne pollution. 

Most of the data in AIRS are available (restricted access) for retrieval through the IBM computer system at 

EPA's National Computer Center at Research Triangle Park, NC. 

2.3 Tools and Procedures 

Photochemical modeling of ozone requires emissions and meteorological inputs that are calculated individu

ally prior to their inclusion in the photochemical model. The Urban Airshed Model simulates meteorological 

and chemical processes that occur in the tropospheric layer to produce ozone (i.e. smog). It is a three

dimensional grid model that was conceived around 1980 and has been amended and updated since then. 

The emissions provided by the states are processed through the Emissions Processing System (EPS 2.0) [2] 

in the case of UAM-IV and the Emissions Modeling System (EMS-95) [12] in the case of the UAM-V ap

plication. EMS-95 is a collection of SAS [13] and ARC/INFO routines. Furthermore, the mobile sources 

emissions are processed through. EPA's MOBILES [14] mobile source emission factor model. The UAM's Bio

genic Emission Inventory System (UAM-BEIS 2.0) [15] is a stand-alone processor that prepares the biogenic 

emissions so they can be used as UAM input. Input windfields for UAM-IV are developed using avail

able monitored meteorological information and the Diagnostic Wind Model (DWM) [16]. Spatially varying 
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mixing height f?.elds are developed using the MIXEMUP (Mixing-Height Estimation Methodology for UAM 

Purposes) [17] model. 

In the data-driven component of this analysis, the air quality data with spatial location references were 

assigned to the domain via ARC/INFO's data processing tools. Due to limitations in the geostatistical 

options of ARC/INFO, GSLIB [18] was selected as the tool to provide for geostatistical interpolation routines. 

Work currently in progress involves the integrated use of ARC/INFO with the S+SPATIALSTATS [19] 

library through the S+GISLINK [20] package. 

Population databases available within the framework contain information resolved at the Census Block 

level (First Street [21]). It is intended to us data resolved at this level in future applications of the system to 

build distributions over regional domains. However, past applications of the present exposure system typically 

involved retrieval of population data as county totals. In order to facilitate the !'patial redistribution of this 

dataset a series of GIS-based operations are performed. First, domain maps with state and county boundaries 

are developed with ARC/INFO in conjunction with the First Street Loading Program, which incorporates 

demographic/geographic data and analytical tools, that can be used to develop complete maps of any U.S. 

region resolved to the individual street level. Extraction of the appropriate regional maps, incorporating 

user-defined features is performed through a standard querying process. The maps/files are exported as 

ARC/INFO interchange format files, thus facilitating easy importation into either ARC/INFO or Arcview. 

The spatial referencing of the datasets and the subsequent cartographical tasks are accomplished through 

ARC/INFO. However, in order to provide easier end-use of the system, Arc17iew [22] which combines an easy

to-use graphical user interface(GUI) with features such as a flexible scripting language (A11enue), a powerful 

query engine, and desktop mapping facilities was selected as the primary platform for spatially referenced 

data processing and visualization. Spatial data native to Arc'l1iew conform to the shapefile format; however, 

Arc'l1iew offers compatibility with the ARC/INFO coverage format, which is the most popular and widely 

available spatial data format used in digital mapping and GIS applications [23]. Arcview also supports 

dBASEIII and dBASEIV formats, INFO (the database built into ARC/INFO) tables as well as simple 

tab/comma delimited text files. The database theme extension provided by Arc17iew 3.0 facilitates inclusion 
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of data from ESRI's Spatial Database Engine (SDE), which allows storage of geographic features and their 

attributes in relational databases, and provides tools for querying and analyzing this data. SDE operates 

in a client-server environment in which data are stored and managed centrally, and accessed from various 

client applications across the network, thus providing a multi-user access environment for the datasets. 

It should be mentioned that .the Arcplot facility of ARC/INFO also allows visualization of the results 

but the point-and-click interface of Arcview is much easier to use. Besides, the intuitive querying functions 

of Arcview provide an easy environment for attribute table management and joining of tables, which is the 

option adopted for interfacing the population data with their respective geographic locations in the present 

framework. Allocation of county population data to the UAM cells is accomplished using ARC/INFO's Grid 

tool. This griding process, which is directly applicable for square grid cells, is used in conjunction with the 

UAM-IV domains. (For UAM-V applications, where the cells are rectangular- defined in latitude-longitude 

coordinates, an alternative solution is currently under development). 

Once the spatial allocation of the demographic data is accomplished, the estimation of exposure requires 

the interfacing of these data with spatial pollutant-concentration fields, which have been developed through 

photochemical modeling and/or statistical interpolation methods. The calculation for potential outdoor 

exposure is performed via routines developed for this specific purpose and also through ARC/INFO Grid, 

which can be used to retrieve statistical information f):om the datasets. 

Finally, the procedure for effective v~ual representation of exposure analysis results involves the com

plementary use of several software packages. Arcmew, which provides maps, tables and charts, is selected 

as the main platform for integrating the visual access of the system. Several other visualization packages 

such as SpygltUs 'l'ro.nJJform [24] and Wingz [25] were selected to provide features not available through 

Arcmew. Final adjustments of plots and maps are performed currently using the postscript editors (App

softdraw [26], Adobe nlustrator [27], Tailor, etc.). Exposure metrics are calculated and plotted using Wingz, 

a programmable spreadsheet available on UNIX as well as on personal computers; its Hyperscript scripting 

language allows automated processing of data for development of charts and plots. 

Ongoing work in further development of the present framework is employing IBM Visualization Data 
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Erplorer (DX) [28] which provides a visualization environment with tools for manipulation, transformation, 

analysis and animation of data. The animation capacity of DX will be utilized to illustrate the continuous 

hourly spatial evolution of exposure patterns during episodes of concern. Animation of hourly ozone con

centrations is also currently accomplished through the Advanced Visualization Systems' AVS5 [29] package. 

AVS/Erpress - Visualization Edition, a recent addition from AVS, provides an alternative state-of-the-art 

environment for imaging, advanced graphics, interactive data visualization and presentation; Ongoing ef

forts are to utilize also AVS/Erpress and MCNC's Package for Analysis and Visualization of Environmental 

data (PAVE) [30] for the analytical and graphical requirements of the exposure modeling system discussed 

here. It should be noted that the Enterprise Technology Services Division (ETSD) of the EPA has also been 

exploring integration of GIS and scientific visualization (VIS) technologies to assist environmental decision 

making [31]. 

3 Case Study 

The framework described here has been tested in conjunction with a UAM-IV model application for the 

Philadelphia/New Jersey domain that extends over the State of New Jersey and portions of Delaware, 

Maryland, New York and Pennsylvania. Figure 2a shows this domain as well as the locations of the air 

quality and meteorological stations within it; it covers a geographical area of 260 x 290 km with a UAM 

grid resolution of 5 km2, extending between SW UTM (Universal Transverse Mercator coordinates) 350E, 

4285N and NE UTM 610E, 4575N. The historic ozone episodes of July 7-8, 1988 and July 19-20, 1991 were 

modeled: the procedures involved in this application have been discussed in Refs. [32] and [33]. Geostatistical 

interpolation techniques (kriging employing hour-specific exponential and spherical semivariograms) were 

also applied to the abovementioned domain for the same modeling days in order to compare the results from 

the two methods. The spatial analysis of the regional air quality data and its use for calculating potential 

population exposure estimates, complementarily with the UAM-based modeling, have been described in 

detail in Refs. [34] and [1]. 
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Ongoing work involving the UAM-V model application covers a major portion of the eastern U.S. Fig

ure 2b shows this domain, which has been defined by the Ozone Transport Assessment Group (OTAG) [35]. 

This domain extends between the latitude-longitude coordinates of 99°W, 26°N and 67°W, 47°N. The mod

eling days in this case were July 7-18, 1995. 

Figure 3 represents patterns of exposure estimates for the Philadelphia/New Jersey domain that were 

respectively calculated via UAM and kriging, where the two potential exposure metrics are defined as: 

Ep,o =Ozone Concentration x Popu.lation per grid cell, and 

Ep,o,120 = 
( Cez x Popu.lation) per grid cell if Co > 120ppb 

0 if Co $ 120ppb 

where, Co = Ozone Concentration in cell and Cer = Co - 120. 

The dependence of the exposure patterns and magnitudes on the method used, can be discerned from these 

plots. 

The effect of the various control strategies on population exposure is represented in Figure 4, where each 

of the four plots represents a specified reduction in the VOC and NOx emissions. Each plot illustrates the 

population exposed to various levels of ozone (above 60 ppb) for different time periods during the span of 

one day, where the curves correspond to the various exposure periods (in hours). It can be seen from these 

plots that the control strategy employing 25% VOC and 75% NOz reduction is the most beneficial as far as 

the number of people exposed to ozone are concerned. The plots in Figure 5 depicts the number of people 

that are exposed to ozone concentrations above corresponding levels on the concentration-axis for durations 

greater than the corresponding levels on the duration-axis. 

The maintenance of the various datasets mentioned above, and of simulations will depend on a Relational 

Database System (RDBMS) (8]. 
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4 . Conclusions 

The work discussed aims to develop tools for calculating and visualizing useful exposure metrics, in an effort 

to enhance the insight on the ozone exposure problem. This work although not an exhaustive study of the 

computational tools available for this purpose, represents a systematic attempt to test and integrate these 

tools in the framework of a comprehensive population exposure system. 
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Figure 5: A 3-Dimensional view of the plots shown in Figure 4, representing the population exposure 

scenarios to ozone for the different control strategies in the Philadelphia/New Jersey domain, on July 8th, 

1988 (original figure in color) 
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Chapter 1 

Background and Significance 

1.1 Introduction 

Urban scale models including the UAM-IV [2, 6] have been applied to simulate pho

tochemical air pollution dynamics over areas ranging from 50 x 50 km2 to 300 x 300 

km2 with a grid resolution of 2 x 2 km2 to 8 x 8 km2 horizontally and 50 m to 500 m 

vertically. The Regional Oxidant Model, Version 2.2 (ROM-2.2) [4], has been applied 

to a regional scale ozone modeling over areas of 1,000 x 1,000 km2 or larger, and with a 

horizontal grid resolution of approximately 18.5 X 18.5 km2• The gross information cal

culated by the ROM has been used to provide necessary boundary and initial conditions 

for the UAM-IV in simulating ozone levels in urban areas. PAQSMs mathematically 

solve mass balance which is called the "species continuity equation" or "atmospheric 

diffusion equation". The models consider temporal and spatial variations of pollutants 

in terms of advection, diffusion, chemical reaction, emission and removal processes in 

the atmosphere. The relationship is expressed in the following equation [6, 39]; 

where 

• Ci = the concentration of pollutant i and is a function of location ( z, 11, z) and 

time (t), 

• u, v, w = horizontal and vertical wind speed components in x, y, and z directions, 

respectively, 

• KH, Kv. = horizontal and vertical turbulent dispersion coefficients, 
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• Ri = the net rate of production of pollutant i by chemical reactions, 

• si = the emission rates of pollutant i, 

• Li = the net rate of removal of pollutant i by surface uptake processes. 

PAQSM simulations employing equation 1.1 are required to provide five important 

categories of input data: 

• Initial and boundary conditions for chemical species (See Table 1.2); 

• Meteorological parameters: mixing height, wind speed and direction, temper-

ature, solar radiation, etc.; 

• Emissions inventories: point, area, mobile and biogenic source emissions; 

• Atmospheric chemical kinetic mechanisms: Carbon Bond Mechanism, Ver-

sion IV (CBM-IV) [2, 6]; 

• Topography and surface data: modeling boundary, surface roughness and 

deposition factor. 

When a PAQSM is applied to the demonstration of SIPs, a historical ozone or 

carbon monoxide episode is compared with a base case simulation. Once the base case 

simulation result is evaluated and satisfied with a prescribed level of accuracy, future 

air quality conditions are simulated using the same meteorological conditions as the 

base case and a projected emission inventory that reflects future changes in emissions 

due to population growth and proposed control measures. A PAQSM application and 

control strategy evaluation processes are illustrated in Figure 1.1 and 1.2. 

Since several contractors to EPA initiated the development ofPAQSMs in 1969, the 

further improvements, evaluations, and applications of the models have been made for 

more than 20 years. Nevertheless, the accuracy of the models has been far from perfect. 

For example, previous evaluation studies [11, 20, 35, 43] for the models showed that 

the accuracy 1 of PAQSMs was approximately 40 %. The performance of a model may 

1The accuracy was calculated bv ("'timote-mecuarement X 100). Zero is the idealistic value for the 
" mea••remeat 

accuracy of PAQSMs 
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Develop protocol 

Select Modeling domain 
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Model 

Evaluation Prepare inputs 

Run model and prepare outputs . 

Compare model predictions to 

measured values 

No 
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Yes 

Prepare future-year emissions 

Do control strategy evaluation 

Figure 1.1: The flow chart of a PAQSM application process (Source: System Applica
tions International, Northeast Modeling Center UAM-V Workshop, June 1996) 
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Figure 1.2: The flow chart of a PAQSM control strategy evaluation process, (Source: 
System Applications International, Northeast Modeling Center UAM-V Workshop, 
June 1996) 
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he involved with uncertainties from several sources including incompleteness of hoth 

the model and input data. Therefore, the performance of a model may be improved by 

identifying and reducing sources of uncertainties in the model. 

The major objective of this research is to study whether PAQSM performance can 

be improved by using better spatial allocation methods for mobile and biogenic source 

emissions, because their conventional emissions allocation methods may greatly con

tribute to uncertainty of PAQSMs. 

1.1.1 Emissions Preprocessing 

Emissions sources are broadly classified as either anthropogenic or biogenic sources. 

Anthropogenic emissions can be further sub-classified as point, area, and mobile source 

emissions based on their source characteristics. Point source emissions refer to the 

emissions occurring at specified locations because of specific processes (e.g., chemical 

plants, refineries, power plants, etc.). Area source emissions include emissions from 

sources considered too small or too numerous to be handled individually as point spurce 

emissions (e-.g., husiness or residential area emissions). Mobile source emissions are 

due to non-stationary sources including on-road (highway or local) motor vehicles, off

road motor vehicles (constructional, agricultural, recreational or gardening vehicles), 

aircraft, locomotives, and marine vessels. Mobile source emissions inventories contain 

on-road motor vehicle emissions, while off-road motor vehicle, aircraft, locomotive, and 

marine vessel emissions are included in area source emissions inventories. On-road 

motor vehicle emissions contain county-level VOC, NOx, and CO emissions from eight 

vehicle categories 2 driving on twelve categorized functional roads as shown in Figure 

1.3 (7, 16]. Biogenic source emissions refer to emissions occurring from natural sources. 

The biogenic source emissions inventory is composed mostly of VOC emissions from 

vegetation and NO emissions from soils. 

2In fact, since light-duty gasoline trucks (1) and light-duty gasoline trucks (2) are separated from 
light-duty gasoline trucks (1&2), light-duty gasoline trucks (1&2) have been left out from emissions 
inventory. 
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Since PAQSMs simulate hourly photochemistry occurring in each grid cell in a mod

eling area, spatial and temporal resolutions of input data must be compatible with those 

of PAQSMs. However, emissions inventories are mostly provided in the form of yearly or 

daily county-level emissions. To correct such a incompatible resolution of emissions in

ventories for a photochemical modeling, the emissions inventories must be disaggregated 

to a comparable level of temporal and spatial resolution for a photochemical modeling. 

Besides, VOC and NOx emissions must be chemically speciated to the chemical classes 

employed by photochemical grid models. Therefore, there is a need to preprocess emis

sions inventories and make them spatially, temporally and chemically compatible with 

PAQSMs. For this research, attention will be especially paid on the disaggregation of 

county-level mobile and biogenic source emissions for a PAQSM modeling. 

1.1.2 Spatial Allocation Methods for Emissions and Their Problems 

There are two approaches to obtain grid-level emissions for photochemical modeling. 

One is to directly estimate emissions in each grid cell, while the other is to use the 

grid-level quantity of a spatial surrogate indicator (e.g., population or land use/land 

cover) for the disaggregation of county-level emissions. 

The former has been mainly applied to point source emissions because point source 

provides its sub-grid level emissions (i.e., by several hundred meters) and specific lo

cations. Therefore, point source emissions can be simply assigned to appropriate grid 

cells. However, area, mobile and biogenic source emissions has mostly employed the 

latter to obtain grid-level emissions for a photochemical modeling. Grid-level emissions 

of such sources are calculated in such a way that county-level emissions are multiplied 

by the fraction of a spatial surrogate indicator in each grid cell. 

When the direct estimation of grid-level emissions like point source emissions is not 

feasible, the use of a spatial surrogate indicator is inevitable. But the selection of ~ 

spatial surrogate indicator must be cautiously made to assure the accuracy of gridded 

emissions. Table 1.3 shows fifteen classes of spatial surrogate indicators that were 

developed and provided by EPA for a photochemical modeling. 

The use of one of the spatial surrogate indicators assumes that quantitative and 
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spatial distributions of emissions are similar to those of the selected spatial surrogate 

indicator. Therefore, it is important to choose or develop a reasonable spatial surrogate 

indicator which represents emission levels under consideration. 

The residential population fraction is a preferred spatial surrogate indicator for 

resolving county-level mobile and area source emissions to grid-level ones, while the 

county area fraction is used for biogenic source emissions disaggregation. The residential 

population is defined as the ratio of a residential population in a grid to the county 

population. The county area fraction is the ratio of a county area in a grid to the 

county area. However, the residential population may not properly represent highway 

motor vehicle emissions among mobile source emission categories, because highway 

emissions are not always spatially collocated with population density. In the meantime, 

the spatial surrogate indicator in use for biogenic source emissions, i.e., the county 

area, may not suitably represent different biogenic VOC and NO levels from forested, 

agricultural, urban areas, and so on. Therefore, there is a need to study and develop 

more rational spatial surrogate methods for mobile and biogenic source emissions. In 

addition, the employment of the developed spatial surrogate methods is assumed to 

improve pollutant predictions of PAQSMs. For this study, the UAM-IV is employed as 

a test case for photochemical modelings in the New Jersey /Philadelphia modeling area. 
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1. Vehicle Types 

(1) Light-duty gasoline vehicles 

(2) Light-duty gasoline trucks(1) 
(less than 6,000 lbs Gross Vehicle Weight) 

(3) Light-duty gasoline trucks(2) 
(greater than 6,000 lbs Gross Vehicle Weight) 

(4) Light-duty gasoline trucks (1 & 2) 

(5) Heavy-duty gasoline vehicles 

( 6) Motorcycles 

' ( 7) Light-duty diesel vehicles 

{8) Light-duty diesel trucks 

(9) Heavy-duty diesel vehicles 

2. Roadway Classifications 

• Urban roadways 

( 1) Interstate 
( 2) Other principal arterial 
( 3) Minor arterial 
( 4) Major collector 
( 5) Minor collector 
(6) Local 

• Rural roadways 

( 7) Interstate 
( 8) Other freeway and expressway 
( 9) Other principal arterial 

(10) Minor arterial 
( 11) Collector 
(12) Local 

• 

Figure 1.3: Vehicle types and roadway classifications used in SIP modeling [7] 
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Table 1.1: Chemical species in the CBM-IV [6] 

II Species Name I representation II 
Nitric oxide NO 
Nitrogen dioxide N02 
Nitrogen trioxide (nitrate radical) N03 
Dinitrogen pentoxide N205 
Nitrous acid HONO 
Nitric acid HN03 
Peroxynitric acid {H02N02) PNA 
Oxygen atom (singlet) OlD 
Oxygen atom (triplet) 0 
Hydroxyl radical OH 
Water . H20 
Ozone 03 
Hydroperoxy radical H02 
Hydrogen peroxide H202 
Carbon monoxide co 
Formaldehyde (CH2 =0) FORM 
High molecular weight aldehydes ALD2 
Peroxyacyl radical (CH3C(O)OO·) C203 
Peroxyacyl nitrate (CH3C(O)OON02) PAN 
Paraffin carbon bond ( C-C) PAR 
Secondary organic oxy radical ROR 
Olefinic carbon bond OLE 
Ethene (CH2 =CH2) ETH 
Toluene (CaHs-CHs) · TOL 
Cresol and higher molecular weight phenols CRES 
Toluene-hydroxyl radical adduct T02 
Methylphenoxy radical CRO 
High molecular weight aromatic oxidation ring fragment OPEN 
Xylene (CalL&·(CHsh) XYL 
Methylglyoxal ( CH3C( 0 )C( 0 )H) MGLY 
Isoprene ISOP 
NO-to-N02 operation X02 
NO-to-nitrate operation X02N 
Total 33 
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Table 1.2: Classes of spatial surrogate indicators for PAQSM simulations (Source: 
User's Guide for the Urban Airshed Model, Version IV [7]) · 

Code Class 
1 County area 
2 Population 
3 Households 
4 Urban 
5 Agriculture 
6 Range 
7 D~ciduous forest 
8 Coniferous forest 
9 Mixed forest 
10 Water 
11 Barren 
12 Non-forested wetlands 
13 Mixed agriculture/range 
14· Rocky with lichens 
15 Rural 
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Chapter 2 

Hypotheses and Objectives 

The principal goal of this research project is to enhance the performance and validity of 

photochemical air quality simulation models by improving the current spatial surrogate 

methods used in allocating mobile and biogenic source emissions to grid cells. 

Hypothesis I Developed urban and rural highway spatial surrogate indicators will be 

a better altemative to a population spatial surrogate indicator in disaggregating ~ounty

level urban and rural highway emissions to grid cells. 

A population spatial surrogate indicator has been routinely employed to disaggre

gate county-level mobile source emissions to grid-level ones for a photochemical air 

quality modeling. However, it may not be a proper surrogate indicator for highway 

emissions because highway emissions can not be properly allocated to the highway lo

cations. Besides, it cannot distinguish different levels of highway emissions by highway 

types, especially urban and rural highways, since highway emissions in most urban areas 

usually comprise a larger fraction of total VOC and NOx emissions. Therefore, there 

is a need to develop the spatial disaggregation method that is capable of representing 

different highway emission-levels in urban and rural areas. 

The objective of this study is to develop more accurate spatial surrogate indicatol'S 

to disaggregate county-level highway emissions. 
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Hypothesis II The 'USe of developed forest, deciduo'US forest, coniferous forest, agri

cultural, grass and other fractions will be better than the 'USe of the county area fraction 

for the disaggregation of county-level biogenic emissions and areas. 

Similar to the spatial disaggregation process for mobile source emissions, urban-scale 

biogenic emissions inventory models such as UAM-BEIS, Version 1 and 2, disaggregate 

county-level biogenic source emissions to grid-level ones using the county area fractions 

as the standard spatial surrogate indicator. However, the county area fraction may 

inaccurately disaggregate county-level biogenic emissions if the considered county is 

composed of several land use and land cover categories that have different emissions 

levels. For example, the biogenic emissions levels from forest, agriculture and grasses 

are greatly different from each other. No or very low emissions are produced from 

water or barren areas. Nevertheless, the county area fractions evenly assign biogenic 

emissions to grid cells because they cannot differentiate emissions levels from these land 

use/land cover. 

To estimate more accurate grid-level biogenic emissions, it is necessary to develop 

a rational spatial surrogate method that can differentiate the emission levels from land 

use/land cover. The objective of this research is to develop the spatial surrogate indi

cators that represent different levels of emissions by land use. 

Hypothesis III The developed spatial surrogate methods for mobile and biogenic source 

emissions will enhance the performance of PAQSMs in predicting ozone concentrations. 

One of the major concerns over the development of the spatial allocation method

ologies is to examine if the PAQSM performance can be improved. In order to verify 

the enhancement of a PAQSM performance, it is essential to compare the model's esti

mate with observed data. Therefore, the objective of this research is to study whether 

the developed spatial allocation methods for mobile and biogenic source emissions can 

improve air pollutant estimation or not, in comparison with the conventional spatial 

allocation methods. The UAM-IV is selected as a test case model for this study. 
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This research may indicate the importance of the spatial allocation methodology for 

photochemical modelings, suggesting the directions for further improvement of spatial 

allocation methodology. 

2.2 Specific Aims 

2.2.1 Specific Aims Related to Hypothesis I 

Development of Highway Spatial Surrogate Indicators 

Specific Aim 1.1 Develop the spatial surrogate indicators that can locate the grid cells 

crossed over by highways and differentiate urban from rural highway emissions levels. 

With the standard spatial allocation method using the residential population frac-. 
tion, county-level highway emissions cannot be accurately allocated only to the grid 

cells traversed by highways. In addition, it makes no distinction between highway 

emissions levels in urban and rural areas. This study develops urban and rural highway 

fractions as spatial surrogate indicators for highway emissions employing Geographic 

Information Systems (GIS) [21, 25], since GIS can be used as a tool to measure highway 

lengths in the real world and calculate highway fractions. The developed urban highway 

fraction will be used to disaggregate county-level urban highway emissions whereas the 

rural highway fraction will be used to disaggregate county-level rural highway emissions. 

Specific Aim 1.2 Ezamine gridded highway emissions, ozone and CO estimated con

centration difference between "standard" and the "developed" spatial surrogate methods 

for highway emissions. 

The developed spatial surrogate indicators using urban and rural highway fractions 

may geographically and quantitatively change highway emissions and ozone estimates 

in grid cells in comparison with the standard method using a population surrogate in

dicator. This study examine the geographical or quantitative differences of the gridded 
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highway emissions, ozone and CO estimates'. 

2.2.2 Specific Aims Related to Hypothesis II 

Development of Spatial Surrogate Indicators for Biogenic Source Emissions 

Specific Aim 11.1 Develop the spatial surrogate indicators that can properly represent 

land use categories for biogenic emissions and areas 

The county area fraction has been used as a spatial surrogate indicator to resolve 

the county-level biogenic emissions and areas from land use categories such as forest, 

agriculture, grass, and so on. However, county-level areas or emissions of these land 

use categories may be inaccurately gridded if only the county area fraction is used. 

Therefore, the spatial surrogate indicators corresponding to the- land use categories 

should be developed and used in resolving the emissions from the land use categories. 

This study developed and used several categories of spatial surrogate indicators for 

the disaggregation of both the county-level emissions and areas. Such spatial surrogate 

indicators were developed using GIS technology and digital land use/land cover maps. 

Specific Aim 11.2 E:z:amine gridded emissions, ozone and CO estimated differences 

between the standard and the developed spatial surrogate methods 

It is necessary to investigate both gridded emissions, ozone and CO estimated dif

ferences between two methods, because these difi'erences are able to identify the grid 

cells in which emissions, ozone and CO estimates were potentially over-predicted or 

under-predicted. In addition, the difi'erences may show any relationship between ozone 

and precursor emissions which result from the use of spatial surrogate indicators. 

Therefore, emissions, ozone and CO estimated difi'erences in grid cells using two 

spatial surrogate methods were studied. 
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2.2.3 Specific Aims Related to Hypothesis III 

Demonstration of Improvement of a PAQSM Performance 

Specific Aim III.l Evaluate the performance of a PAQSM that used the developed 

spatial surrogate indicators for mobile and biogenic emissions by comparing ozone con

centration estimates with observed ozone concentrations at monitoring station sites. 

Evaluation of the performance1 of PAQSMs for the developed spatial allocation 

methods may not be so simple, because ozone formation is affected by both on-site 

emission levels and various atmospheric conditions. When the evaluation of the model 

performance is made, the following factors should be considered: 

1. ozone is formed through nonlinear chemical reactions between precursor pollu-

tants; VOC and NOx. 

2. ozone formation is greatly affected by meteorological conditions. 

3. ozone formation may be affected by ozone and its precursor emissions in the 

upwind areas as well as on-site. 

4. the number of air quality stations, which are mostly located in urban areas, is too 

limited to perform a reliable comparison for the entire modeling area. 

5. PAQSMs calculate ozone concentrations by the employed grid cell size (5 x 5 km2 

or 18.5 x 18.5 km2), but the observed ozone concentrations are measured at the 

very points where monitoring stations are located. 

Nevertheless, the only way to investigate the performance improvement of PAQSMs is 

to compare the model predictions with observed ozone data from monitoring stations. 

This study examines whether the developed spatial surrogate indicators can lead to · 

better ozone estimates of PAQSMs. 

1The performance o! PAQSMs refers to the model's ability to reproduce the observed pollutant 
concentration. 
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Chapter 3 

Tools and Data 

3.1 Development of Spatial Surrogate Indicators 

3.1.1 Geographic Information Systems 

.. 

A Geographic Information System (GIS) [21] is a set of computer programs which are 

able to produce, store, manipulate, retrieve, and display digitized geographical maps 

and data. A GIS can provide the same capabilities as conventional paper maps can, 

that is, the paper map describes how things are located on or near surface of the Earth 

and how far things are from each other. The power of a GIS comes not only from 

the ability to store geographic data, but also from the ability to analyze them more 

efficiently and more conveniently than is possible with paper maps. 

A GIS describes geographical features, such as rivers, buildings, and roads by em

ploying two models: a vector data model and a raster data model. The vector data 

model uses a Cartesian coordinate system to define locations of geographic features. 

For example, a GIS records the location of each point (e.g., well locations, telephone 

poles or buildings) as a single x, y coordinate, while roads or rivers are described as 

lines with a series of ordered x, y coordinates. Areas on the surface of the Earth such as 

lakes, parcels of land, and census tracts are represented by polygons. The vector data 

model represents a polygon as series of x, y coordinates defining closed line segments. 

The raster data model is sometimes referred to as "grid cell" format. The raster data 

model has been used to store aerial photographs or satellite imagery. For example, a 

point is represented as a cell, and a line is represented as a connected line of cells. An 

area feature is represented by a group of connected cells portraying a shape. 
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The GIS spatial analysis functions employed in the proposed research find geo

graphic locations and measure the distances of highways in real world. In addition, 

GIS can grid, measure and calculate forested, agricultural or urban areas using digital 

land use and land cover maps. These functions can be used to develop spatial surrogate 

indicators for mobile and biogenic source emissions. 

3.1.2 TIGER/Line Files 

The term TIGER is an acronym for Topologically Integrated Geographic Encoding 

and Referencing. The first TIGER files provided by the Census Bureau were available 

in 1989. The purpose of the development of TIGER files was to integrate GIS with 

demographic data (i.e., population, income, housing, etc.) generated from the 1990 

census. The vector data model was employed for the structure of TIGER files which 

were produced by scanning the United State Geological Survey (USGS) maps at a scale 

of 1:100,000 [44]. Each TIGER file contains roads, railroads, and rivers within a county 

boundary. Address ranges and zip codes for streets in urban areas are also included in 

TIGER files. TIGER files are available for the entire United States, Puerto Rico, the 

U.S. Virgin Islands, and the Pacific territories. Because of inaccuracies of the earlier 

TIGER files, the US Census Bureau has revised the TIGER files. The 1992, 1994, 

and 1995 TIGER/Line files [21, 37, 38] are currently available from the Census Bureau · 

[10]. The 1995 TIGER/Line files are the most updated version. TIGER/Line files are 

one of the important sources which can provide highway information for the proposed 

research. 

3.1.3 New Jersey Road Network 

The New Jersey Department of Transportation (NJ DOT) has developed its own digital 

road network map. The map has a comprehensive inventory for the state major road

ways (e.g., average daily traffic volume, speed, number oflanes, etc.). The map is able 

to provide such information as highway lengths and geographic locations along with 

TIGER/Line files, which are necessary to develop highway spatial surrogate indicators. 

The digital map can be obtained from Bureau of Geographic Information Systems at 
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the NJ DOT [36]. 

3.1.4 Geographic Information Retrieval and Analysis System 

Geographic Information Retrieval and Analysis System (GIRAS) [17, 33, 34] provides 

land use and land cover data for most of the United States and Hawaii. The United 

States Geological Survey (USGS) has compiled and organized the standard topographic 

maps of 1:250,000 or 1:100,000 in some cases such as Hawaii. The land use and land 

cover describes vegetation, water, natural surface, and cultural features on the land 

surface dated from the mid-1970s to early 1980s. The land use data are available 

in two different formats: GffiAS format and Composite Theme Grid (CTG) format. 

The GIRAS format uses polygons, i.e., the vector data model, to represent geographic 

features such as land use/land cover. The feature of the CTG format employs grid cells 

in denoting geographic features like the raster data model. Two levels of hierarchical . 
system are mapped and coded in the land use and land cover classifications: Level 1 

(general classification) and Level 2 (more specific classification). Table 3.1 shows the 

levels used in land use and land cover classification. The GIRAS land use and land 

cover data can be obtained through anonymous File Transfer Protocol (FTP) at no 

cost [32]. 

3.1.5 Integrated Terrain Unit Mapping Data 

In 1986, the New Jersey Department of Environmental Protection (NJDEP) began a 

project to create a state-wide environmental database for NJ DEP GIS applications. 

The project was accomplished in 1995 by both Environmental System Research Institute 

(ESRI) as a main contractor and Aerial Information System (AIS) as a sub-contractor. 

The NJ DEP environmental database provides four data layers in land use/land cover,. 

soils, geology, and fiood-prone areas for each county in the entire state of New Jer

sey. The land use/land cover data were produced through photo-interpretation of 1986 

Color Infrared (em) aerial photography and a variety of collateral county wide data 

sets called Integrated Terrain Unit Maps (ITUM) [29]. The other three data layers were 

developed by recompiling existing maps. The data quality was assured by performing 
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field verification. NJDEP's level I and level II land use/land cover classifications corre

spond ~o the USGS land use/land cover {GIRAS) classification scheme. Some detailed 

features were incorporated to join an additional level-level m. The features of the 

NJDEP ITUM land use/land cover classification can be seen in Appendix B. The data 

are available in the form of compact disks from NJDEP, Map Sales, Trenton, NJ 08625. 

3.2 PAQSM Modeling Application 

3.2.1 Modeling Domain 

When selecting the size and location of a modeling domain, the domain should be set as 

large as possible because it is much easier to subsequently reduce the size of a modeled 

area than to subsequently increase it. The important considerations in selecting a 

modeling domain involve; 

{1) typical wind pattern, 

{2) locations of major area and point emission sources, 

{3) locations of air quality monitors and receptors, 

( 4) effect of uncertain boundary conditions 

In addition, a EPA's modeling guideline [5] recommends that the downwind bound

aries of the domain be sufficiently far from the Consolidated Metropolitan Statistical 

Area (CMSA) and Metropolitan Statistical Area (MSA) that are the principal focus 

of the modeling study. It must be assured that emissions from CMSA/MSA occurring 

on the day of interest for each selected episode remain within the domain until 8:00 

p.m. on that day. The upwind boundaries should be located at a distance sufficient to 

minimize boundary effects on the model predictions. 

The modeling area consideJ"ed in this research includes New Jersey and its neigh

boring states (i.e., Delaware, Maryland, Pennsylvania), the Philadelphia CMSA, and 

parts of the New York MSA which cover a 260 km by 290 km quadrangular area with 
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5 km x 5 km horizontal grid cell size. The latitude/longitude of the domain are SW 

76° 43' 29''/38° 42' 09" (UTM 350 km, 4285 km) and NE 73° 41' 08"/41°19' 14" (UTM 

610 km, 4575 km.). The modeling area is illustrated in Figure 3.1. 

3.2.2 Episode Selection 

The episode selection criteria [5] that were recommended by the US EPA are summarized 

as follows: 

• Episodes for modeling should be selected from the period between 1 gs1 and the 

present time. 

• Selected episodes should represent different meteorological regimes associated with 

high ozone days (i.e., ozone > 0.12 ppm). 

• Both stagnation and transport conditions of wind should be ezamined in selecting 

episodes. 

• A minimum of three primary episode days should be simulated. 

• The modeling days should be selected from the three highest-ranked episode days 

from each meteorological regime. 

• The availability of meteorological and air qv.ality data, availability of regional mod-

eling analyses, and model performance should be considered. 

Based on the USEPA episode selection criteria, three episodes were selected for the 

proposed study: (1) June 14- 15 , 1987 episode, (2) July 6- 8, 1988 episode, (3) July 

18 - 20, 1991 episode. Model simulations typically begin at least one day prior to the 

day of primary interest, in order to minimize the effects of assumed initial conditions on 

predicted concentrations for the primary days. Therefore, the first day of each episode 

is used as the initialization day for modeling purposes. 

3.2.3 Input Data 

Initial and boundary conditions were obtained from the corresponding Regional Oxidant 

Model (ROM) simulations which were made by the USEPA. The ROM-UAM interface 
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Philadelphia/New Jersey Modeling Domain 
County LOcations 

UTM ZONE 18 
(SW - 350,4285 km, NE - 610,4575 km) 

Figure 3.1: Proposed Modeling Domain 
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[4] was implemented in order to transfer ROM information at a grid resolution of 18.5 

Ian by 18.5 Ian to the UAM-IV grid resolution of 5 Ian by 5 Ian. 

Wind fields from the "Diagnostic Wind Model (DWM)" simulations [3] and spa

tially varying mixing heights from "the MIXing-height Estimation Methodology for 

UAM Purpose (MIXEMUP)" algorithm [22] were used in the modeling application. 

State emissions inventories that were used as input emissions (point, area, and mobile) 

were acquired from responsible state agencies of New Jersey, Maryland, New York, 

Delaware, and Pennsylvania. Since mobile source emissions from Hunterdon and Cape 

May counties in 1987 and 1991 episodes were missing in the state inventories, EPA's 

1987 and 1991 mobile source emissions inventories that were backcasted and projected 

from 1990 base emissions inventories were extracted for these two ·counties. 

Biogenic source emissions for the modeling domain were calculated using the "Bio

genic Emissions Inventory System, Version 2, for UAM application (UAM-BEIS2.0)". 

Since UAM-BEIS2.0 was developed on a VAX/VMS platform, the modification, bug 

correction, and recompiling of the source code are prerequisites for the implementation 

of the model. 
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Table 3.1: GmAS land use and cover codes and classifications 

Levell Level2 
1 Urban or Built-Up Land 11 Residential 

12 commercial and services 
13 Industrial 
14 Transportation, communication, utilities 
15 Industrial and commercial complexes 
16 Mixed urban or built-up land 
17 Other urban or built-up land 

2 Agricultural land 21 Cropland and pasture 
22 Orchards, groves, vineyards, nurseries and 
ornamental horticultural areas 
23 Confined feeding operations 
24 Other agricultural land 

3 Rangeland 31 Herbaceous rangeland 
32 Shrub and brush rangeland 
33 Mixed rangeland 

4 Forest land 41 Deciduous forest land 
42 Evergreen forest land 
43 Mixed forest land 

5 Water 51 Streams and canals 
52 Lakes 
53 Reservoirs 
54 Bays and estuaries 

6 Wetland 61 Forested wetland 
62 N onforested wetland 

7 Barren land 71 Dry salt flats 
72 Beaches 
73 Sandy areas not beaches 
74 Bare exposed rock 
75 Strip mines, quarries, gravel pits 
76 Transitional areas 

8 Tundra 81 Shrub and brush tundra 
82 Herbaceous tundra 
83 Bare ground 
84 Wet tundra 
85 Mixed tundra 

9 Perennial snow or ice 91 Perennial snowfields 
92 Glaciers 
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Chapter 4 

Mobile Source Emissions 

4.1 Background 

Mobile source emissions contribute significantly to ambient levels of both primary and 

secondary air pollutants. It is therefore very important to develop estimates of these 

emissions that are accurate both temporally and spatially, to be used in conjunction 

with grid-based models of urban and regional air pollution. Such models are essential 

in developing rational air quality management strategies and in quantifying pollutants 

of concern. 

To allocate mobile source emissions geographically, the standard approach is to use 

a "top-down" method: county level emissions are calculated, and then disaggregated 

to the "grid level", i.e. to the resolution of a computational cell of the grid-based air 

quality model, by using a spatial surrogate indicator such as population fraction. 

The population fraction used as a spatial surrogate indicator is the ratio of the 

population in a grid cell to the county population. However, spatial allocation method

ologies that employ population fractions may not be accurate, especially for highway 

emissions, since highways are not necessarily collocated with high residential population 

concentrations. Therefore, there is a need to develop more accurate spatial surrogate 

indicators for highway emissions. 

The objectives of the proposed research involve the development of better spatial 

surrogate highway indicators and the study of the difference in ozone concentration 

and ozone precursor emission estimates that employ the "standard" and the improvea 

spatial allocation method. The developed spatial surrogate highway indicators should 

enhance the accuracy of estimating pollutants such as ozone and its precursors. 
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4.1.1 Mobile Source Emissions Calculation 

County-level mobile source emissions are calculated via; 

(4.1) 

where 

i = pollutants (VOC, CO and NOx), 

M =mass of pollutant emitted (gram/day), 

V MT = vehicle miles traveled (mile/day) : total distance traveled by on-road 

vehicle fleet, 

EF =emission factor (gram/mile). 

VMT is generally estimated through; 

VMT= ADT·RSL 

where 

or 

ADT =average daily traffic volume (the number of vehicles/day) 

RS L = road segment length {mile) 

an alternative way for estimating VMT is through; 

VMT =e . .,. 

where 

e =fuel economy {mile/liter) 

T = the amount of fuel sales (liters) 
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Fuel economy in equation 4.3 is defined as the miles driven by a vehicle with one 

liter of fuel. Fuel economy figures are obtained from EPA's laboratory tests under 

simulated road conditions. However, EPA does not recommend the method because 

the fuel economy estimates may not reflect the actual conditions which include personal 

style of driving (e.g., stops, starts, lane changes, using the air conditioning and driving 

speed), vehicle load, tire inflation pressure, and so on. 

Emission factors are calculated by two mobile source emission factor models: Mo

bile5a (USEPA) [8] and EMFAC (California Air Resource Board) [27]. Mobile5a es

timates emission factors in non-California areas, while EMFAC model estimates those 

in California area because the EMFAC model incorporates more stringent California 

motor vehicle emission standards than federal ones. 

Both models are computer programs coded in FORTRAN. They are based on statis

tical analysis of motor vehicle emissions tested under the Federal Test Procedure (FTP). 

The models estimate VOC, NOx and CO emission factors for eight vehicle types (see 

Table 1.3). The required inputs are VMT, speed, temperature, fuel volatility, and 

vehicle registration distribution for age and type. The models provide the estimates 

of exhausted, evaporative, and running- or resting-loss emissions, the emission levels 

being adjusted for emission control programs (e.g., Inspection and Maintenance (I/M) 

program, Reformulated Gasoline (RFG) and Vapor Recovery System(VRS), etc.) and 

emission control tampering (e.g., misfueling, removal or disablement of catalytic con

verter, etc.). 

The exhaust emission factor is calculated as; 

ER=ZML+DR·M (4.4) 

where 

BER =exhaust emission rate factor(g/mile), 

ZM L =zero mile emission level (gfmile), 

DR= emission deterioration rate (gfmile), 

M =cumulative miles divided by 10,000 miles (unitless). 
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4.1.2 Emissions Preprocessor System, Version 2.0 (EPS2.0) 

EPS2.0 [7] is a computer program designed to perform the intensive data manipulation 

with county-level annual or seasonal emissions inventories for photochemical modelings. 

EPS2.0 consists of FORTRAN core modules and utility programs. The modules and 

utilities can be classified into four major components: 

1. Core modules; perform the intensive data manipulation involving spatial, tempo

ral and chemical disaggregation of emission inventories for photochemical model-

ing {PREPNT, PREAM, LBASE, CNTLEM, CHMSPL, TMPRL, GRDEM and 

PSTPNT) 

2. Input preparation modules; generate input files needed for· executing the core 

modules {BEAFAC, EMSCVT, MKGLOS, MVADJ and TMPFAC). 

3. Support utilities; convert binary files to ASCII files or ASCII files to binary files 

(EMBRET and ATOBR) 

4. Report utilities; provide tabular summaries of input and output emissions ( QCEMBR 

and RPRTEM) 

Regarding the spatial allocation process of mobile source emissions, two modules in 

EPS2.0 carry out this process: GRDEM (GRiD EMission) and LBASE (Link BASEd) 

modules. The GRDEM module assigns county-level mobile or area source emissions 

to grid cells based on population fraction, which is routinely used in allocating mobile 

or area source emissions. However, the population spatial surrogate indicator may not 

properly represent emission levels from such link types 1, because the link emission 

distributions rather depend on their geographical locations than on local population 

density. 

The GRDEM module employs another gridding approach for links which uses digi

tized link data. The digitized link data must contain UTM coordinates for the beginning 

1 Link, also called line, source emissions refer to the emissions occurring along a linear path which 
can be designated by start and end point coordinates. Examples of the link or line source emissions 
are on-road motor vehicle, railroad and airplane emissions 
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and ending points of each link. Based on the link data, the GRDEM module assigns 

county-level link emissions to a grid cell in proportion to the link length in the grid cell. 

This method may be more accurate in allocating link-type emissions than the spatial 

surrogate indicator method because the link locations are considered. 

However, there are some weaknesses in the method. The first problem is that the 

county-level emissions of a link type are allocated evenly along all links of that type 

within the county, based only on the length of the link. The second one is that the 

existing emissions inventories do not support the necessary link data. The third one is 

that urban and rural highway emissions cannot be distinguished by the method. 

The other allocation method for link type emissions is to use the LBASE module 

and link emissions inventories. The link emissions inventories must have pollutant 

levels (e.g., VOC, CO and NOx) for vehicle and road categories and emission types 

(e.g., exhausted, evaporative, and running-loss or resting-loss emissions) as well as . 
UTM (Universal Transverse Mercator) coordinates of beginning and ending points of 

each link. This method could provide a better spatial emissions allocation if such link 

emissions inventories are available. However, since such link emission inventories are 

not available, the method cannot be employed. In addition, this method does not 

distinguish between emission levels in urban and rural areas. 

4.1.3 Emission Modeling System, Version 1995 (EMS-95) 

EMS-95 [13, 14], initially called the Geoeoded Emissions Modeling and Projection Sys

tem (GEMAP), was developed by Radian Corporation and evaluated by Alpine Geo

physics. 

The model is composed of nine separate sub-models: 

1. Emissions projection model 

2. Grid definition model 

3. Uncertainty model 

4. Point source model 
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5. Area source model 

6. Crude oil storage tank model 

7. Biogenic source model 

8. Motor vehicle source model 

9. Speciation model 

Each model is composed of one or more modules which in turn are composed of one 

or more processors. EMS-95 is designed to (1) calculate on-road mobile source emis

sions, biogenic source emissions, and crude oil storage tank emissions, (2) process point 

and area source emissions, (3) perform spatial and temporal allocation, and chemical 

speciation, (4) define a modeling grid, (5) project emissions to future years, and (6) 

calculate uncertainty of the emissions estimates (not fully implemented). The language 

and developmental environments of the model system are UNIX, SAS, ARC/INFO, 

and FORTRAN. 

The emissions preprocessing procedure with EMS-95 involves the implementation 

of the models coded in ARC/INFO Arc Macro Language (AML). The AML is the 

macro language which automates frequently-performed actions, creates commands, and 

provides several startup utilities (e.g., specific command settings and menu-driven user 

interfaces). The grid definition model in EMS-95 establishes a modeling domain and a 

modeling grid structure as an initial emissions processing step. ARC /INFO calculates 

population fractions of the defined grid cells from the census data. The county-level 

mobile source emissions are assigned to grid cells according to the magnitude of the 

population fractions. Another spatial allocation method used in EMS-95 is to separate 

highway emissions from mobile source emissions and to process the highway emissions 

using highway fractions. ARC/INFO calculates highway fractions using TIGER/Line 

files. Highway emissions are then allocated through highway fractions to the appropriate 

grid cells. 

The emissions allocation methodologies used in EMS-95 are not much different from 

those used in EPS2.0. The special feature of EMS-95 is its utilization of GIS technology 
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for its emissions disaggregation. Since EMS-95 uses TIGER/Line files for highway 

information, EMS-95 removes the necessity of a link data file which is required by 

EPS2.0. EMS-95 still cannot differentiate urban and rural highway emissions. 

4.2 Methodology 

To distinguish urban from rural highway emissions and identify the grid cells traversed 

by highways, there is a need to develop both urban and rural highway fractions as 

spatial surrogate indicators. The urban highway fraction is defined as the ratio of 

mban highway lengths in a grid cell to total urban highway lengths in a county, while 

rural highway fraction is defined as the ratio of rural highway length in a grid cell to 

total rural highway length in a county. The proposed highway emissions allocation 

method can be explained by the -following equation: 

(4.5) 

M = mass of highway emissions in a grid cell (Tons/ day), 

i =pollutant (e.g., VOC, CO and NOx), 

p. = total urban highway emissions in a county (Tons/day), 

fu = the urban highway fraction in-a grid cell, unitless, 

11 =total rural highway emissions in a county (Tons/day) 

fr = the rural highway fraction in a grid cell, unitless. 

When highway emissions are allocated to grid cells using urban and rural highway frac

tions, the highway length is used as the standard to identify the existence of highways 

in a grid cell and represent emissions level in the grid cell traversed by highways. For 

example, if there is no highway in a grid cell, the highway length in the grid cell is zero .. 

As a result, no highway emissions are assigned to the grid cell. 

39 



4.2.1 Generating Maps 

Two digital maps, a highway map and a land use/land cover map, are required to 

develop urban and rural highway spatial surrogate indicators. The highway map for 

the state of New Jersey can be obtained from 1992 TIGER/Line files or NJ DOT Road 

Network data. Since TIGER/Line files have many county-level line features including 

highway, street, walkway, railroad, pipeline and river, only highways are extracted from 

TIGER/Line files according to Census Feature Classification Code (CFCC) (Appendix 

A). The extracted highway maps for the twenty-one counties of New Jersey are then 

aggregated to one highway map. Since NJ DOT highway map employs the state plane 

map projection, it is converted to the UTM coordinate system. 

In the meantime, New Jersey land use/land cover data are extracted from EPA's GI

RAS database. Since original TIGER/Line and GIRAS files cannot be directly applied 

to GIS, these files must be converted to the GIS format with ARC/INFO commands: 

TIGERARC and GIRASARC. The files are then projected to the UTM coordinate 

system for the UAM-IV simulations. GIRAS land use/land cover for the state of New 

Jersey comprises only seven level-one categories (code 1 through 7) among maximum 

nine categories. Urban or built-up land (code 1) is classified as the urban area while 

the remained six categories (code 2 through 7) are aggregated and reclassified as the 

rural area. 

It is necessary to generate a grid map which covers the New Jersey /Philadelphia 

modeling area at grid resolution of 5 km by 5 km, the grid map is produced using 

ARC/INFO "generate fishnet" command. 

4.2.2 Generating and Gridding Urban and Rural Highways 

To obtain urban and rural highway maps, the NJ DOT highway map is overlaid on the 

land use/land cover map using ARC/INFO "intersect" command. Highways crossing 

over urban areas are classified as urban highways, while highways crossing over the re

mained areas are classified as rural highways. The developed urban and rural highways 

are again overlaid on the generated grid map to identify the grid cells traversed by 
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highways and calculate highway fractions of the grid cells. 

When one map is overlaid on the other map, these maps must register correctly 

to each other. If the boundary coordinates of two maps are not exactly matched, the 

accuracy of the results cannot be guaranteed. Because of this reason, the boundary 

coordinates of highway and land use maps are carefully adjusted and and matched with 

each other. 

4.2.3 Implementation of the UAM-IV 

The generated spatial surrogate fractions must be formatted to the spatial surrogate file 

of EPS2.0 for the UAM-IV simulations. The formatting process is achieved by writing 

and running a simple FORTRAN program. Since New Jersey mobile source emissions 

inventories emissions from twelve functional road categories shown in Figure 1.3, they 

are grouped into three categories for the UAM-IV simulations: urban and rural highway 

emissions, and local emissions. Urban and rural highway emissions are gridded using 

the corresponding urban and rural highway fractions. The separately gridded urban 

and rural highway emissions are combined to estimate total highway emissions. The 

combined highway emissions are then compared with the gridded highway emissions 

using the population surrogate indicator. For the UAM-IV simulation, local emissions 

are gridded using the population fraction. The reasons for using the population fraction 

for local emissions are: 

{1) since locals are densely extended in most grid cells, only the grid cells traversed 

by locals cannot be distinguished from the ,other grid cells; 

{2) since remote rural locals often have no traffic, road length fractions that were 

used in the development of highway fractions may not be appropriate for the 

disaggregation of the county-level local emissions. 

The local emissions gridded using population fractions are added to the gridded 

highway emissions for a UAM-IV run. Two gridded mobile source emissions using two 

spatial surrogate methods are submitted to the UAM-IV simulations, respectively. 

The emission gridding processes can be explained as; 
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(1) population spatial surrogate method as the standard method 

• the population fraction is used to grid the whole mobile source emissions in 

New Jersey. 

(2) highway spatial surrogate method as the developed method 

• the urba.n highway fraction is used to grid urban highway emissions in New 

Jersey. 

• the rural highway fraction is used to grid rural highway emissions in New 

Jersey. 

• the population fraction is used to grid local emissions in New Jersey. 
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5.1 Background 

• 

Chapter 5 

Biogenic Source Emissions 

Biogenic or natural source emissions may contribute greatly to total VOC and NOx 

emissions. They are important in determining the background level of air pollution and 

often responsible for air pollution in most rural areas. In some regions, biogenic source 

emissions are even known to be comparable to, or exceed, anthropogenic source emis

sions [12, 42]. Since isoprene is one of the major hydrocarbon compounds in biogenic 

source emissions and very reactive in the presence of sunlight, it can greatly affect the 

production of ozone. Therefore, more accurate biogenic source emissions inventories 

are essential to photochemical modelings for reliable results. 

5.1.1 Biogenic Emissions Inventory System (BEIS) 

BEIS [23, 12, 30] was originally (Version 1) developed by researchers at Washington 

State University, the National Center for Atmospheric Research and EPA in 1991. The 

purpose for developing the model was to estimate hourly gridded biogenic emissions 

for photochemical modeling applications. The model has currently been updated to 

Biogenic Emissions Inventory System, Version 2 (BEIS2.0). 

The BEIS model currently is available in several versions. It can be used with the 

Regional Oxidant Model (ROM), the Regional Acid Deposition Model (RADM) and the 

Urban Airshed Model (UAM). In addition, there are other BEIS models which employ 

similar basic emissions rates: the personal computer version of the Biogenic Emission 

Inventory System-2.2 (PC-BEIS2.2) and Biogenic Model for Emissions (BlOME). 

BEIS models calculate VOCs from vegetation and NO from soils. The VOCs include 
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three groups: isoprenes, monoterpenes, and other volatile organic compounds. The 

chemical speciation is that of Carbon Bond IV (CB-IV). Vegetation types for emission 

estimates include 75 tree genera, 17 agricultural crops, and grasses. 

The required inputs are emissions and foliar density factors for each vegetation type, 

hourly surface meteorology (e.g., cloud cover, and cloud height), and gridded hourly am

bient temperature. The model calculates county-level emissions rates in forested areas 

by multiplying county-level foliar density for each vegetation type by the appropriate 

emission factors. 

The county-level emission rates are then gridded using a county area spatial sur

rogate indicator which is the percentage of the area of the county occupied by each 

grid cell. The gridded emission rates are adjusted for temperature and solar radiation 

changes within the forest canopy. Nonforested areas, or noncanopy areas, do not employ 

a canopy model for emissions estimates. 

Bo.th\ ROM-BEIS and RADM-BEIS have been applied to estimate regional scale 

biogenic source emissions, whereas UAM-BEIS has been used to estimate urban scale 

biogenic source emissions. PC-BEIS was developed for personal computer users. It 

calculates county-level biogenic source emissions, being used in preparing a biogenic 

. emissions inventory report. 

The Biogenic Model for Emissions Estimation (BlOME) in EMS-95 was developed 

for the Lake Michigan Ozone Study (LMOS) and the San Joaquin Valley Air Qual

ity Study (SJVAQS)/ Atmospheric Utilities Signatures, Predictions, and Experiment 

(AUSPEX) Regional Modeling Adaptation Project (SARMAP). The BlOME coded in 

SAS and ARC /INFO is one of the models in EMS-95. It computes gridded biogenic 

emission estimates by vegetation type and chemical species. 

The basic emission rate and emission estimation procedures employed by BlOME 

are similar to those used in the BEIS2.0. Emission estimates for isoprene, terpenes, and 

other volatile organic compounds are calculated for saturation conditions (i.e., 30 °C and 

800 mE/m2 /s) using land use data, foliar density factors, and emission factors. Emission 

estimates are then gridded, and are temporally resolved for each hour of photochemical 

modeling episodes using gridded meteorological data and emission adjustment factors. 
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The characteristics of the BlOME approach can be summarized as: {1) GIS is used 

to generate a gridded land use/land cover file by overlapping the modeling grid on the 

land use coverage, assigning land use values to each grid cell; {2) the model is coded in 

SAS; (3) both top-down and bottom-up approaches are allowed for estimating biogenic 

emissions; {4) the model is modularized to allow for flexibility in updating, appending, 

and replacing parameters or estimation methods. The serious problem in using the 

model is that input data (e.g., land use data for vegetation) are not available for most 

modeling cases. 

The biogenic emissions inventory models calculate the basic emissions rates from 

forested areas using; 
n 

ERi = ~)Ai · FFj · EFii · F(S,T)) (5.1) 
j=1 

where 

ERi = emission rate of chemical species i (gjhour), 

Aj = area of vegetation class j (m2), 

FFj =foliar density factor for vegetation class j (g leafbiomass) (m-2), 

EFij = emission factor of chemical species i for vegetation class j (g)(g leaf 

biomass-1 ){hour-1 ), 

F( S, T) = environmental factor accounting for solar radiation ( S) and leaf tem

perature (T), unitless. 

5.1.2 Gridding Biogenic Emissions and Areas 

To estimate grid-level biogenic source emissions for a photochemical modeling, it is 

essential to having a rational disaggregation method for the county-level biogenic emis

sions. The Biogenic Emissions Inventory System for Regional Oxidant Model (ROM.: 

BEIS2.0) employed gridded land use data at the grid size of 18.5 km by 18.5 km to 

estimate grid-level biogenic emissions. The gridded land use data used in the model 

can directly estimate grid-level biogenic emissions without using questionable spatial 
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surrogate indicators. Therefore, the use of gridded land use data may be a desirable 

way to estimate grid-level biogenic emissions. 

The UAM-BEIS2.0 uses the county area fraction as the standard spatial surrogate 

indicator in gridding county-level biogenic emissions. However, the county area fraction 

may be too coarse to represent different VOC and NO emission levels from vegetation 

such as forest, agriculture and grasses. 

The objective of this research involves the development of better spatial surrogate 

indicators for the UAM-BEIS2.0 and the study of the difference in ozone concentration 

estimates that employ the "standard" and the developed spatial allocation methods. 

5.2 Methodology 

Since UAM-BEIS2.0 uses only one spatial surrogate indicator, i.e., the county area 

fraction. The model should be modified to use multiple spatial surrogate indicators. 

The spatial surrogate indicators are developed to properly represent VOC and NO 

emissions in grid cells in forest, grass and agricultural areas. Six categories of spatial 

surrogate indicators are developed to disaggregate county-level biogenic emissions and 

areas for the state of New Jersey. 

1. Forest fraction (the ~atio of forest area in a cell to the county-level forested area):. 

to grid the county-level forest emissions and areas. 

2. Deciduous forest fraction (the ratio of deciduous forested area in a cell to the 

county-level deciduous forest area): to grid the county-level deciduous forest emis

sions and areas, 

3. Coniferous forest fraction (the ratio of coniferous forest area in a cell to the county

level coniferous forested area): to grid the county-level coniferous forest emissions 

and areas, 

4. Agriculture fraction (the ratio of agricultural area in a cell to the county-level 

agricultural area): to grid the county-level agricultural emissions and areas, 
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5. Grass fraction (the ratio of grass area in a cell to the county-level grass area): to 

grid the county-level grass emissions and areas, 

6. Other fraction (the ratio of urban, water and barren areas in a grid cell to the 

county-level urban, water and barren areas): to grid the county-level urban, water 

and barren areas 

The gridding process for biogenic emissions are described by the following equation: 

6 

Mg = L)Mc,i · /i) (5.2) 
i=l 

where 

Mg =mass of a pollutant biogenically emitted in a grid cell, (Tons/day}, 

i = land use categories (1 = forest, 2 = deciduous forest, 3 = coniferous forest, 

4 = agricultural, 5 = grass and 6 = other fractions), 

Mc,i =mass of a pollutant biogenica.lly emitted in a county (Tons/day), 

f = spatial surrogate fraction, unitless. 

To develop the spatial surrogate indicators, GmAS or NJDEP land use/land cover 

data can be used {1) to reclassify land use/land cover categories, (2) to overlay GI

RAS land use/land cover over a generated grid coverage, and (3) to calculate land 

use area fractions. NJDEP land use/land cover data are more accurate and detailed 

than GmAS, but they are available only for the state of New Jersey, while GmAS 

land use/land cover data are available for the entire New Jersey /Philadelphia modeling 

area. 
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Chapter 6 

Results 

• 

Two highway digital maps, 1992 TIGER/Line files and NJ DOT road networks, have 

been obtained. Figure 6.1 shows two digital New Jersey highway maps. The comparison 

indicates that the NJ DOT highway map can provide more accurate highway informa

tion than the 1992 TIGER/Line files. Major problems found in the 1992 TIGER/Line 

files are: 

1. the CFCCs are inaccurately coded: some streets or avenue$ have the CFCCs of 

state or county highways; 

2. segments of some highways are missing or inaccurately digitized; 

3. two CFCCs are wrongly used to code one highway; for example, the Garden State 

Parkway was coded as both interstate and state highways; 

4. line data are out of date-the data are based on the road information in the 1980s; 

5. line locations are inaccurate: they are off by several feet. 

Due to the inaccuracy of the TIGER/Line files, the NJ DOT highway data are adopted 

for the proposed research. 

New Jersey land use/land cover extracted from EPA's GIRAS database system is 

shown in Figure 6.2. The land use/land cover map shows the land use categories of 

level one and two: urban, forest, wetland categories display their detailed level-two 

categories while the others show level-one categories. The areas except for urban areas 

are categorized as rural areas. 

The NJ DOT highway map is overlaid on the land use/land cover map that was 

gridded by the grid map. Highways are classified as urban and rural highways based 
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on the land use/land cover map. The urban and rural highway fractions are calculated 

based on the highway lengths in grid cells and counties. 

For gridding VOC and CO emissions, the population surrogate method is compared 

to the highway surrogate method that includes urban and rural highway surrogate 

indicators. Figure 6.3 and 6.4 indicate that the highway surrogate method is better 

than the population surrogate method in disaggregating highway emissions. According 

to the population surrogate method, highway emissions are assigned to the grid cells in 

which no highway exists. The highway surrogate method assigns highway emissions to 

only the grid cells crossed by highways. 

Figure 6.5 shows the boundary condition reduction effect of VOC, NOx and ozone 

on the estimated ozone concentrations when the boundary air pollutants are reduced by 

0%, 50% and 100%. Overall levels of ozone concentrations were reduced in proportion 

to the reduced level of the boundary air pollutants. 

Figure 6.6 to Figure 6.10 illustrate the wind field inputs of 1987, 1988 and 1991 

episodes to the UAM-IV which were developed by the Diagnostic Wind Model (DWM). 

The legend of each figure indicates the wind speed in terms of miles per hour. 

Figure 6.11 to Figure 6.20 show the daily maximum estimated ozone concentrations 

as base cases for three episodes and the daily maximum estimated ozone concentration 

differences between the standard and developed spatial allocation methods for highway, 

biogenic and the combined highway and biogenic emissions for three episodes. 

Figure 6.21 is the schematic illustrations for the county area fractions that used for 

the disaggregation of the county-level biogenic source emissions as the standard spatial 

allocation method. Figure 6.22 to 6.24 are the developed spatial surrogate indicators 

for the disaggregation of biogenic source emissions. 

Figure 6.26 to Figure 6.30 are the UAM-IV sensitivity simulation results by removing 

all of mobile or biogenic or mobile and biogenic emissions in the state of New Jersey 

for each episode. 

Figure 6.33 to Figure 6.37 are the base case simulations for the UAM-IV daily 

maximum CO estimates and differences between the standard and developed spatial 

allocation methods for highway emissions for three episodes. Figure 6.38 to 6.40 are 
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UAM-IV sensitivity simulation results that used all mobile source emissions of New 

Jersey. 
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Figure 6.1 Comparison of two New Jersey highway digital maps: (a) 1992 TIGER/Line files, (b) NJ DOT 
road network (Original in color figure) 
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New Jersey Land Use/Land Cover 
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Figure 6.2: New Jersey land use/land cover extracted from Geographic Information 
Retrieval and Analysis System (GmAS) of the US Geological Survey (USGS) (Original 
in color figure) 
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Figure 6.5: Boundary condition (VOC, NQx and ozone emissions) reduction effect on 
UAM-IV ozone estimates: (a) no boundarf¥eduetion, (b) 50% boundary reduction, (e) 
100% boundary reduction (Original in color figure) 
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Figure 6.6: The plot of the UAM-IV wind field at 15:00 hour on June 15, 1987 (Original 
in color figure). 
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Figure 6.7: The plot of the UAM-IV wind field at 15:00 hour on July 7, 1988 (Original 
in color figure). 
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Figure 6.8: The plot ofthe UAM-IV wind field at 15:00 hour on July 8, 1988 (Original 
in color figure). 
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Figure 6.9: The plot of the UAM-IV wind field at 15:00 hour on July 20, 1991 (Original 
in color figure). 
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Figure 6.10: The plot of the UAM-IV wind field at 15:00 hour on July 21, 1991 (Original 
in color figure). 
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Figure 6.11 Ozone daily maximum estimates using population surrogate method (base case) (a), and ozone 
daily maximum estimated difference between population (base) and highway surrogate methods (b); UAM-IV 
simulation results on June 15, 1987 (Original in color figure). 
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Figure 6.12 Ozone daily maximum estimated differences between the standard (base) and developed surrogate 
methods used in biogenic emissions (a), and both highway and biogenic emissions (b) of New Jersey; UAM-IV 
simulation results on June 15, 1987 (Original in color figure). 
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Figure 6.13 Ozone daily maximum estimates usirig population surrogate method (base case); UAM-IV simu
lation results on July 7, 1988 (a), and July 8, 1988 (b) (Original in color figure). 
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Figure 6.14 Ozone daily maximum estimated differences between population (base) and highway surrogate 
methods used in highway emissions; UAM-IV simulation results on July 7, 1988 (a), and July 8, 1988 (b) 
(Original in color figure). 
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Figure 6.15 Ozone daily maximum estimated differences between the standard (base) and developed surrogate 
methods used in biogenic emissions; UAM-IV simulation results on July 7, 1988 (a), and July 8, 1988 (b) 
(Original in color figure). 
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Figure 6.16 Ozone daily maximum estimated differences between the standard (base) and developed surrogate 
methods used in highway and biogenic emissions; UAM-IV simulation results on July 7, 1988 (a), and July 
8, 1988 (b) (Original in color figure). 

(a) 

03dif(ppb) 
-25--16 
-1S- -S 
-4--1 
0 
1-4 
S-IS 
16-37 

(b) 

03 dif(ppb) 

§ -11--S 
-4--1 
0 

§ 1-4 
S -1S 
16-19 

, 

• 

I 
.~ 



0) 
~ 

Figure 6.17 Ozone daily maximum estimates using population surrogate method (base case); UAM-IV sim
ulation results on July 19, 1991 (a), and July 20, 1991 (b) (Original in color figure). 
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Figure 6.18 Ozone daily maximum estimated differences between population (base) and highway surrogate 
meth0ds used in highway emissions; UAM-IV simulation results on July 19, 1991 (a), and July 20, 1991 (b) 
(Original in color figure) 
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Figure 6.19 Ozone daily maximum estimated differences between the standard (base) and developed surrogate 
methods used in biogenic emissions; UAM-IV simulation results on July 19, 1991 (a), and July 20, 1991 (b) 
(Original in color figure). 
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Figure 6.20 Ozone daily maximum estimated differences between the standard (base) and developed surrogate 
methods used in highway and biogenic emissions; UAM-IV simulation results on July 19, 1991 (a), and July 
20, 1991 (b) (Original in color figure). 
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Figure 6.21: The schematic illustration of the county fraction that was used as the stan
dard spatial surrogate indicator for the disaggreation of county-level biogenic emissions 
and area in New Jersey (Original in color figure) 
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Figure 6.22 The schematic illustration of forest and agricultural fractions that were developed for the disag
greation of county-level biogenic emissions and area in New Jersey (Original in color figure) 
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Figure 6.23 The schematic illustration of deciduous and coniferous forest fractions that were developed for 
the disaggreation of county-level biogenic emissions and area in New Jersey (Original in color figure) 
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Figure 6.24 The schematic illustration of grass (a) and other {Urban, Water and Barren) fractions that were 
developed for the disaggregation of county-level biogenice emissions and area (Original in color figure) 
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Figure 6.25 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with (a) zero mobile source emissions and (b) zero biogenic source emissions in New Jersey: UAM-IV results 
on June 15, 1987 (Original in color figure). 
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Figure 6.26: Ozone daily maximum estimated differences between the base-case and a 
sensitivity simulation with zero mobile and biogenic source emissions in New Jersey: 
UAM-IV results on June 15, 1987 (Original in color figure). 
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Figure 6.27 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with zero mobile source emissions in New Jersey: UAM-IV results on July 7, 1988 (a) and July 8, 1988 
(Original in color figure). 
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Figure 6.28 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with zero biogenic source emissions in New Jersey: UAM-IV results on July 7, 1988 (a) and July 8, 1988 
(Original in color figure). 
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Figure 6.29 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with zero mobile and biogenic source emissions in New Jersey: UAM-IV results on July 7, 1988 (a) and July 
8, 1988 (Original in color figure) . 
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Figure 6.30 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with zero mobile source emissions in New Jersey: UAM-IV results on July 19, 1991 (a) and July 20, 1991 
(Original in color figure). 

(a) 

03 dif(ppb) 
-11- -s 
-4--1 
0 
1-4 
S -1S 

'Em 16-29 

(b) 

03~d~3~!16 -15--5 
-4--1 
0 
1-4 
5-15 
16-60 

• 

• 

~ 



00 .... 

Figure 6.31 Ozone daily maximum estimated differences between the base-case and a sensitivity simulation 
with zero biogenic source emissions in New Jersey: UAM-IV results on July 19, 1991 (a) and July 20, 1991 
(Original in color figure). 
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Figure 6.32 Ozone daily maximwn estimated differences between the base-case and a sensitivity simulation 
with zero mobile and biogenic source emissions in New Jersey: UAM-IV results on July 19, 1991 (a) and July 
20, 1991 (Original in color figure). 
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Figure 6.33 Carbon monoxide daily maximum estimates using population surrogate method (base case) (a), 
and Carbon monoxide daily maximum estimated difference between population (base) and highway surrogate 
methods (b); UAM-IV simulation results on June 15, 1987 (Original in color figure). 
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Figure 6.34 Carbon monoxide daily maximum estimates using population surrogate method (base case); 
UAM-IV simulation results on July 7, 1988 (a), and July 8, 1988 (b) (Original in color figure). 

(a) 

CO(ppb) 

~ 
199-300 
301-600 
601-1000 
1001-4316 

(b) 

CO(ppb) 
0164-300 
0301-600 
0601-1000 
-1001-3534 

, 

• 

t. 



00 
C1t 

Figure 6.35 Carbon monoxide daily maximum estimated differences between population (base) and highway 
smrogate methods used in highway emissions; UAM-IV simulation results on July 7, 1988 (a), and July 8, 
1988 (b) (Original in color figure). 

(a) 

c~o~~~101 -100--21 
-20--1 
0 
1-20 
21-100 

< ~ 101-304 

(b) 

COdif(ppb) 

§
-118--73 
-100--21 
-20--1 
0 
1-20 

021-100 
0 101-11o 

• 

J. 



00 
0) 

Figure 6.36 Carbon monoxide daily maximum estimates using population surrogate method (base case); 
UAM-IV simulation results on July 19, 1991 (a), and July 20, 1991 (b) (Original in color figure). 
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Figure 6.37 Carbon monoxide daily maximum estimated differences between population (base) and highway 
surrogate methods used in highway emissions; UAM-IV simulation results on July 19, 1991 (a), and July 20, 
1991 (b) (Original in color figure) 
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Figure.6.38:· Carbon monoxide daily maximum estimated differences between the base
case and a sensitivity simulation with zero mobile source emissions in New Jersey: 
UAM-IV results on June 15, 1987 (Original in color figure). 
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Figure 6.39 Carbon monoxide daily maximum estimated differences between the base-case and a sensitivity 
simulation with zero mobile source emissions in New Jersey: UAM-IV results on July 7, 1988 (a) and July 8, 
1988 (b) (Original in color figure). 
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Figure 6.40 Carbon monoxide daily maximwn estimated differences between the base-case and a sensitivity 
simulation with zero mobile source emissions in New Jersey: UAM-IV results on July 19, 1991 (a) and July 
20, 1991.(b) (Original in color figure) 
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Table 6.1: UAM-IV Performance Evaluation for Ozone:1987 

Date Emissions Surrogate Ats A11 Mean Bias Mean Error Var 
(%) (%) (PPB) (PPB) (PPB) 

mb Standard -49.84 18.94 -10.5 17.7 46.2 
Developed -49.59 18.89 -10.5 17.7 45.9 

June 15 bio Standard -49.85 18.92 -10.4 17.7 46.1 
Developed -49.84 18.94 -10.5 17.7 46.2 

mb & bio Standard -49.85 18.92 -10.4 17.7 46.1 
Developed -49.59 18.89 -10.5 17.7 45.9 
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Table 6.2: UAM-IV Performance Evaluation for Ozone:1988 

Date Emissions Surrogate Ats As Mean Bias Mean Error Var 
(%) (%) (PPB) (PPB) (PPB) 

mb Standard -33.25 20.56 14.3 26.5 97.2 
Developed -32.40 20.61 15.5 27.2 97.5 

July 7 bio ·Standard -33.00 22.43 14.4 27.2 102.5 
Developed -33.25 20.56 14.3 26.5 97.2 

mb & bio Standard -33.00 22.43 14.4 27.2 102.5 
Developed -32.40 20.61 15.5 27.2 97.5 

mb Standard -37.63 17.07 19.1 28.1 88.5 
Developed -35.45 17.52 19.4 28.2 87.2 

July 8 bio Standard -37.08 17.33 19.4 28.3 89.5 
Developed -37.63 17.07 19.1 28.1 88.5 

mb & bio Standard -37.08 17.33 19.4 28.3 89.5 
Developed -35.45 17.52 19.4 . 28.2 87.2 

Table 6.3: UAM-IV Performance Evaluation for Ozone:1991 

Date Emissions Surrogate Ats As Mean Bias Mean Error Var 
(%) (%) (PPB) (PPB) (PPB) 

mb Standard -7.97 26.52 13.8 25.3 84.3 
Developed -8.30 26.71 13.9 25.1 82.6 

July 20 bio Standard -1.62 25.34 13.6 24.5 75.3 
Developed -7.97 26.52 13.8 25.3 84.3 

mb & bio St&lldard -1.62 ·25.34 13.6 24.5 75.3 
Developed -8.30 26.71 13.9 25.1 82.6 

mb Standard -5.47 16.34 1.5 16.0 42.3 
Developed -5.47 16.02 1.6 15.9 42.1 

July 21 bio Standard 7.01 16.80 2.2 15.8 40.7 
Developed -5.47 16.34 1.5 16.0 42.3 

mb & bio Standard 7.01 16.80 2.2 15.8 40.7 
Developed -5.47 16.02 1.6 15.9 42.1 
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Chapter 7 

Conclusions 

• 

• NJ DOT road network data are more accurate highway source than TIGER/Line 

files. This can be true for state-specific data compared to national databases in 

general. 

• Use of the alternative method can allocate emissions to grid cells more accurately 

than the standard method. 

• Highway CO emissions are more sensitive to the emissions allocation method than 

VOC or NOx emissions. 

• CO concentrations are more sensitive to the emissions allocation method than 

ozone concentration estimates. 

• Biogenic emissions are more sensitive to the emissions allocation method than 

highway emissions. 

• Use of the alternative method for highway and biogenic source emissions has only 

minor effects on estimated air quality, when compared with the standard method. 

• Estimated ozone concentrations are not greatly reduced on all modeled episodes 

even if all mobile and biogenic source emissions are removed from New Jersey. 
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Appendix A 

Census Feature Class Code ( CFCC) 

Table A.l: Primary highway with limited access 

CFCC Description 
AlO Primary road with limited access or interstate highway, 

major category used alone when the minor category could 
not be determined 

All Primary road with limited access or interstate highway, 
unseparated 

A12 Primary road with limited access or interstate highway, 
unseparated, in tunnel 

Al3 Primary road with limited access or interstate highway, 
unseparated, underpassing 

A14 Primary road with limited access or interstate highway, 
unseparated, with rail line in center 

A15 Primary road with limited access or interstate highway, 
separated 

A16 Primary road with limited access or interstate highway, 
separated, in tunnel 

A17 Primary road with limited access or interstate highway, 
separated, underpassing 

A18 Primary road with limited access or interstate highway, 
separated, with rail line in center 

NOTE Interstate highways and some toll highways are in 
this major category. 
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Table A.2: Primary highway without limited access 

CFCC Description 
A20 Primary road without limited access, U.S. and State 

highway, major category used alone when the minor 
category could not be determined 

A21 Primary road without limited access, U.S. and State· 
highways, unseparated 

A22 Primary road without limited access, U.S. and State 
highways, unseparated, in tunnel 

A23 Primary road without limited access, U.S. and State 
highways, unseparated, underpassing 

A24 Primary road without limited access, U.S. and State 
highways, unseparated, with rail line in center 

A25 Primary road without limited access, U.S. and State 
highways, separated 

A26 Primary road without limited access, U.S. and.State 
highways, separated, in tunnel 

A27 Primary road without limited access, U.S. and State 
highways, separated, underpassing 

A28 Primary road without limited access, U.S. and State 
highways, separated, with rail line in center 

NOTE Most U.S. and state highways and some county highways 
that connect cities and larger towns. 
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Table A.3: Secondary and connecting road 

CFCC Description 
A30 Secondary and connecting road, State and county highways, 

major category used alone when the minor category could 
not be determined 

A31 Secondary and connecting road, State and county highways, 
unseparated 

A32 Secondary and connecting road, State and county highways, 
unseparated, in tunnel 

A33 Secondary and connecting road, State and county highways, 
unseparated, underpassing 

A34 Secondary and connecting road, State and county highways, 
unseparated, with rail line in center 

A35 Secondary and connecting road, State and county highways, 
separated 

A36 Secondary and connecting road, State and county highways, 
separated, in tunnel 

A37 Secondary and connecting road, State and county highways, 
separated, underpassing 

A38 Secondary and connecting road, State and county highway, 
separated, with rail line in center 

NOTE This major category includes state and county highways 
that connect smaller towns, subdivisions, and neighborhoods, 
thus the road is smaller than a road in major category A2. 
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Table A.4: Local, neighborhood, and rural road 

CFCC Description 
A40 Local, neighborhood, and rural road, city street, major 

category used alone when the minor category could not be 
determined 

A41 Local, neighborhood, and rural road, city street, 
unseparated 

A42 Local, neighborhood, and rural road, city street, 
unseparated, in tunnel 

A43 Local, neighborhood, and rural road, city st.reet, 
unseparated, underpassing 

A44 Local, neighborhood, and rural road, city street, 
unseparated, with rail line in center 

A45 Local, neighborhood, and rural road, city street, 
separated 

A46 Local, neighborhood, and rural road, city street, 
separated, in tunnel 

A47 Local, neighborhood, and rural road, city street, 
separated, underpassing 

A48 Local, neighborhood, and rural road, city street, 
separated, with rail line in center 

NOTE In an urban area, this is a neighborhood road and 
street that is not a thoroughfare belonging in 
categories A2 or A3. In a rural area, this is a 
short distance road connecting the smallest towns; 
the road may or may not have a State or county route 
number. In addition, this major category includes 
scenic park roads, unimproved or unpaved roads, and 
industrial roads. 
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Appendix B 

NJ DEP ITUM Land Use/Land Cover Classification 

1000 Urban or built-up land 

1100 Residential 

1110 Rural, single unit 

1120 Single unit, low density 

1130 Single unit, medium density 

1140 Single unit, high density 

1150 Multiple dwelling, low rise (3 stories or less) 

1160 Multiple dwelling, high rise (4 stories or more) 

1170 Mobile home, low density 

1180 Mobile home, high density 

1190 Mixed Residential 

1200 Commercial &; Services 

1201 Central business district 

1202 Commercial strip development 

1203 Isolated commercial establishments for goods and/or services 

1204 Isolated Commercial office buildings 

1205 Shopping centers 

1206 Resorts, hotels, motels &; related facilities 

1207 Educational institution 

1208 Health institution 

1209 Correctional institutions 
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1210 Government centers 

1211 Military installations 

1212 Other institutional 

1213 Mixed commercial & ervices 

1300 Industrial 

1310 Light industrial 

1320 Heavy industrial 

1330 Power generation 

1400 Transportation, Comm ·cation, & Utilities 

1420 Railroad facilities 

1440 Airports 

1450 Port facilities 

1460 Power facilities 

1461 Wetland rights-of-wa 

1470 Water treatment fa · ties 

1480 Sewage treatment fa ·'ties· 

1490 Other transportation, communication and utilities 

1500 Industrial & Commercial omplexes 

1600 Mixed Urban or Built-up 

1610 Predominantly resid 

1620 Predominantly comm cial/service 

1640 Predominantly transp rtationfcommunication/utilities 

1650 Heterogeneous mixtur 
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1700 Other Urban or Built-up 

1710 Cemeteries 

1720 Undeveloped land within urban areas 

1730 Inactive land with street patterns 

17 40 Open space areas 

1800 Recreational land 

1801 Golf courses 

1802 Picnic and camping parks 

1803 Marina and boat launches 

1804 Community recreation areas 

1805 Parks 

1806 Swimming pools 

1807 Swimming beaches 

1808 Formal lawns, arboretums and landscaped areas 

1809 Open areas in parks 

1810 Stadium, theaters, cultural centers, and zoos 

1811 Other recreational 

2000 Agricultural Land 

2100 Cropland and Pastureland 

2110 Harvested cropland 

2120 Pastureland 

2130 Inactive cropland 

2140 Agricultural wetlands 

2200 Orchards, Vineyards, Nurseries And Horticultural Areas 

2210 Orchards 

2220 Vineyards 

2230 Nurseries 
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2240 Floriculture 

2250 Sod and seed farms 

2260 Cranberry farms 

2270 Inactive 

2280 Blueberry farms 

2310 Cattle and swine feedlots 

2320 Poultry farms 

2330 Specialty farms 

2400 Other Agriculture 

2410 Experimental agriculture fields 

• 

2420 Isolated structures for crop or equipment storage 

2430 Horse farm 

3000 Rangeland 

4000 forest land 

4100 Deciduous 

4110 Deciduous, 10 - 50% crown closure 

4120 Deciduous, > 50% crown closure 

4200 Coniferous 

4210 Coniferous, 10 - 50% crown closure 

4220 Coniferous, > 50% crown closure 

4230 Plantation 

4300 Mixed Deciduous/Coniferous 

4310 Mixed with coniferous prevalent(> 50% Coniferous) 

4311 Mixed with coniferous prevalent (10%- 50% Crown Closure) 

4312 Mixed with coniferous prevalent (> 50% Deciduous) 

4320 Mixed with deciduous prevalent ( > 50% Coniferous) 

4321 Mixed with deciduous prevalent (10%- 50% Crown Closure) 
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4322 Mixed with deciduous prevalent ( > Crown Closure) 

4400 Brushland/Shrubland 

4410 Old field 

4420 Deciduous brush/ shrubland 

4430 Coniferous brush/ shrubland 

4440 Mixed deciduous/coniferous brush/shrubland 

5000 Water 

5100 Streams & Canals 

5110 Streams 

5120 Canals 

5200 Natural Lakes 

5210 Small lakes 

5220 Medium lakes 

5230 Large lakes 

5300 Artificial Lakes & Reservoirs 

5310 Artificial lakes 

5320 Multiple use reservoirs 

5330 Restrictive use reservoirs 

5400 Bays, Estuaries & Other Tidal Waters 

5410 Bays & Estuaries 

5420 Dredged lagoon, artificial 

6000 Wetlands 

6100 Coastal wetlands 

6110 Saline marshes 

6120 Freshwater tidal marshes 

6130 Vegetated dune communities 

6200 Interior wetlands 
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6210 Deciduous wooded wetlands 

6220 Coniferous wooded wetlands 

6221 Atlantic white cedar wetlands 

6230 Brush-domain and bog wetlands 

6231 Deciduous brush and bog wetlands 

6232 Coniferous brush and bog wetlands 

• 

6233 Mixed brush and bog wetlands with deciduous dominant 

6234 Mixed brush and bog wetlands with coniferous dominant 

6240 Non-tidal Marshes 

6250 Mixed wooded wetland with deciduous prevalent 

6251 Mixed wooded wetlands with coniferous prevalent 

7000 Barren Land 

7100 Beaches 

7110 Open beach 

7120 Unvegetated dune communities 

7130 Other sandy areas 

7200 Bare Exposed Rock, Rock Slides, ETC. 

7210 Rock faces, rock slides, cliffs 

7220 Exposed rock 

7300 Extractive Mining 

7310 Stone quarries 

7320 Sand and gravel pits (Borrow Pits) 

7330 Other mining 

7340 Abandoned mining sites 

7 400 Altered Lands 

7410 Solid waste disposal areas 

7 420 Dredge material disposal sites 
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7 430 Disturbed wetlands 

7500 Transitional Areas 

7510 Single unit residential under construction 

7520 Multiple unit residential under construction 

7530 Commercial/Service under construction 

7540 Industrial under construction 

.. 

7550 Transportation/ Communication/U till ties under construction 

7560 Industrial/Commercial parks under construction 

7570 Unknown use under construction 

7580 Abandoned structures (Non-urban) 

7600 Undifferentiated Barren Land 
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1 Computational Modeling Tools 

Attainment demonstration of the air quality standard using either ,;traditional" or 

"'alternative .. methods requires using comprehensive photochemical modeling systems. 

This chapter gives an overview of the photochemical modeling system, the scientific 

basis of the chemical transport model. and the emissions processing component of the 

modeling system. and the approach used for an urban and regional scale application 

of the modeling system. 

1.1 Atmospheric Diffusion Equation 

The atmosphere is an extremely complex reactive system in which numerous phys-

ical and chemical processes occur simultaneously. An understanding of individual 

atmospheric processes (chemistry, transport, removal, etc.) does not imply an un-

derstanding of the system as a whole. Mathematical models containing the three . . 

basic components of species emissions, transport, and physicochemical transforma-

tions, provide the necessary framework for integration of the understanding of indi-

vidual atmospheric processes and study of their interactions. Such models provide 

a link between emission changes from source control measures and resulting changes 

in ambient air quality. Models are the tools that integrate our understanding of at-

mospheric processes. While addressing, urban and regional air quality problems, one 

has to answer various questions with '"what-if" scenarios, that might affect air quality 

4 



'with large cost-benefit implications. 

Many atmospheric models that contain the fundamental description of atmo-

spheric physics and chemistry have been proposed and are being widely used. While 

some of these simulate changes in the chemical composition of a given air parcel as it 

is advected in the atmosphere (Lagrangian models) [31], others describe the concen .. 

trations in an array offixed computational cells (E-ulerian models) [31]. Atmospheric 

models range from the simplest box model (zero-dimensional), where the atmosphere 

is represented by only one box, to a three-dimensional model that simulates the full 

concentration field in the 3 axes (x, y and z) and also a function of time Ci(X, y, z, t). 

The higher the dimensionality of the model. the more is the complexity and accuracy 

obtained. 

All three-dimensional atmospheric chemical transport models have their origin in 

the mass balance equation for a chemical species, i. H we consider N species in a :B.uid, 

the concentration of each species, Ci must satisfy the species continuity equation: 

i=1,2, ... ,N (1) 

where 

• ui is the jth component velocity of the :B.uid 

5 



• Di is the molecular diffusivity of species i 

• Rds the rate of generation of species i by chemical reaction 

e Si is the rate of addition of species i at location 2: = (xl, X2, X3) and timet. 

Since the system under consideration contains turbulent flows, the fluid velocities 

u; are random functions of space and time, and hence they can be represented as 

the sum of a deterministic and stochastic component, ft; + u~. The velocity terms 

u~ being random variables, the Ci resulting from the solution of equation 2 above 

are also random variables, and it requires the determination of certain statistical 

properties of Ci as well. If one chooses to represent Ci as (Ci) + c:, where, by definition, 

(c:) = 0. When equation above is averaged over an infinite ensemble of realizations 

of turbulence, the governing equation for Ci becomes 

Even if we consider a single inert species, i.e. R = 0, equation 2 contains depen-

dent variables {c) and {ujd),j = 1,2,3. This is the closure problem of turbulence 

where there are more dependent variables than equations, and the problem is exacer-

bated when nonlinear chemical reactions are occurring. This implies that an Eulerian 

description of turbulent diffusion will not permit exact solution even for the me~ 

concentration (c). There is generally no exact solution for the closure problem [31] as 
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yet. aud one has to make some assumptions and approximations to obtain practical 

descriptious of atmospheric diffusion. 

Assumptions: 

[i ] Based ou the mixiug-length model, assume K theory. as described below. to 

be able to relate the turbuleut fluxes (u~c') to (c) 

j = 1. 2.3 

where Kjk is the eddy diffusivity. 

[ii ] Molecular diffusion is negligible compared with turbuleut diffusion 

{)2 (c;) D(t/.c) 
D· < :J ' 

'Dx·Dx· Dx· 3 3 3 

[iii ] The atmosphere is incompressible 

D(u;) = 
0 

Dx· 3 

(3) 

(4) 

(5) 

Based on the three assumptions above, the species continuity equation 2 can be 

rewritten as 

lJ(c) +fi·{)(c} = 3._ (K··D(c}) +S(x.t) 
at 3 ax · ax · 33 Dx · 3 3 3 

(6) 

This is the semiempirical form of atmospheric diffusion, or the so-called atmo-. 

spheric diffusion equation (ADE) [31]. If one considers chemical reactions as well, 

7 



l 

and the approximation that the effect of concentration fluctuations on the rate of re-

action can be neglected by replacing (~(ct. ... , CN)} by~( (c1} .... , (eN}) to equation 6 

for each species i, the ADE becomes 

D(Ci) _ D(Ci)) 8 ( D(Ci)) -
0 

+ ui-
0
- = -

0 
Kii-

0 
+ ~((c1}, ... , (eN))+ S(x,t) 

t Xj Xj Xj 
(7) 

For the x. y and z components of the wind velocity represented by tt:~:(x. y. z, t), 

uy(x.y.z.t). and ttz(x.y.z,t), and K:~:z(x,y,z,t). Kz:~:(x.y.z.t). and K:e:~:(x.y.z.t). 

the corresponding eddy diffusivities from K theory, equation 7 finally takes the form 

(8) 

where 

• ~ is the chemical generation term for species i, 

• Ei(x, t) is the emission flux and 

e Si (X, t) is the removal flux respectively. 

Based on the assumptions described above, equation 8 is only valid for applying 

to situations in which chemical reactions are "slow" and the distribution of sources 

is '"smooth" [31]. Though this is the simplest solution to the closure problem and 
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which is currently used in the majority of chemical transport models, higher order clo

sure approximations have been developed, but are computationally expensive. More 

recently, some alternate formulations have shown indications of becoming computa

tionally competitive with the commonly employed K-theory [24]. 

All photochemical modeling systems use a form of equation 8 above, which is the 

simplest solution available to the closure problem. These systems comprise a set of 

time-dependent, non-linear, coupled partial differential equations. Though several 

methods have been proposed for their solution including finite differences, operator 

splitting, finite element methods, spectral methods, and the method of lines [23], 

operator splitting, or the fractional timestep method that allows significant flexibility 

is the most popular technique used for their solutions. So, the terms in the equation 

that represent the different atmospheric processes, are solved separately in several 

steps using the most efficient numerical integration technique for the given process. 

A typical series of steps used by PAQSMs is: 

• solve advection/ diffusion in the x direction, 

• solve advection/ diffusion in the y direction, 

• inject emissions and solve vertical advection/diffusion, and 

• perform chemical transformation of the pollutants. 
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In order to describe chemical kinetics, lumped atmospheric chemistry mechanisms 

such as the Carbon Bond mechanism (CB-IV) [4, 12] are used. CB-IV considers 

33 "lumped" species (see Tables 1 and 2) 86 reactions. The differential equations 

that describe atmospheric chemical kinetics comprise 'stiff' systems, i.e., equations 

containing wide variati~ns in reaction rate constants. Since 'stiff' numerical solvers 

require significant amount of computing resources, PAQSMs typically use some quasi

steady-state assumptions (QSSA) for the low-mass fast-reacting species and special

ized algorithms for the remaining state species. 
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Table 1: Chemical Species used by Carbon Bond IV Mechanism in UAM-IV. 

Formula 

NO 
N02 
co 

S02 
AERO 
PM10 
OLE 
PAR 
TOL 
XYL 

FORM 
ALD2 
ETH 

MEOH 
ETOH 
ISOP 

03 
02 

H20 
C02 
CH4 

TOTAL HC 
OXIDANT 

S04 
CRES 
MGLY 
OPEN 
PNA 
NOX 
sox 
PAN 

HONO 
H202 
HN03 

Species Name 
(Default list) 
Nitric oxide 
Nitrogen dioxide 
Carbon monoxide 
Sulfur dioxide 
Aerosols (particulate) 
Particulate matter, diameter $ 10 microns 
Olefinic carbon bond (C=C) 
Paraffinic carbon bond (C-C) 
Toluene (C6Hs- CH3) 
Toluene (C6H6- (CH3)2) 
Formaldehyde (CH2 = 0) 
High molecular weight aldehydes (RCHO, R =f. H) 
Ethene (CH2 = CH2) 
Methanol (optional) 
Ethanol (optional) 
Isoprene 
(Other Species) 
Ozone 
Oxygen 
Water 
Carbon dioxide 
Methane 
Total hydrocarbons 
Photochemical oxidant 
Sulfate 
Cresol and higher molecular weight phenols 
Methyl glyoxal (CH3C(O)C(O)H) 
Aromatic ring fragment acid 
Peroxynitric acid (H02N02) 
Total nitrogen oxides (NO + N02 + N20s + N03) 
Total sulfur dioxides 
Peroxyacyl nitrate (CH3C(0)02N02) 
Nitrous acid 
Hydrogen peroxide 
Nitric acid 

11 

Molecular Weight 
(gm /mol) 

30 
46 
28 
64 
1 
1 

32 
16 
112 
128 
16 
32 
32 
16 
32 
80 

48 
32 
18 
44 
16 
16 
48 
96 
128 
72 
86 
79 
46 
64 
121 
47 
34 
63 



Table 2: List of Chemical Reactions in Carbon Bond IV Mechanism. 

No. Reaction 
1 N02 + hv -+ NO+O 
2 0 

o,,M 
03 -+ 

3 03 +NO -+ N02 
4 0 + N02 -+ NO 
5 0 + N02 

.M 
N03 -+ 

6 0+ NO M 
N02 -+ 

7 N02 + 03 -+ N03 
8 03 + hv -+ 0 
9 03 + hv -+ 0 1D 

10 0 1D M 0 -+ 

11 0 1D + H20 -+ 2 OH 
12 03 + OH -+ H02 
13 03 + H02 -+ OH 
14 N03 + hv -+ 0.89 N02 + 0.89 0 + 0.11 NO 
15 N03 +NO -+ 2 N02 
16 N03 + N02 -+ NO+ N02 
17 N03 + N02 

M 
N205 -+ 

18 N205 + H20 -+ 2 HNOs 
19 N205 

M 
N03 + N02 -+ 

20 NO+ NO 
o, 

2 N02 -+ 

21 NO+ N02 H20 -+ 2 HN02 
22 NO+OH M 

HN02 -+ 

23 HN02 + hv -+ NO+OH 
24 OH + HN02 -+ N02 
25 HN02 + HN02 -+ NO+ N02 
26 N02 + OH 

M 
HNOs -+ 

27 OH + HNOs 
M 

N03 -+ 

28 H02 +NO -+ OH + N02 
29 H02 + N02 

M PNA -
30 PNA M 

H02 + N02 -31 OH + PNA - N02 
32 HQa + H02 - H202 
33 H02 + H02 H20 -+ H202 
34 H202 + hv -+ 20H 
35 OH + H202 -+ H02 
36 OH +CO 

o, 
H02 -+ 

37 FORM+ OH 
o, 
-+ H02 +CO 

38 FORM+ hv ~ 2 H02 +CO 
39 FORM+ hv - co 
40 FORM+ 0 -+ OH + H02 +CO 

12 



No. Reaction 
41 

42 
43 

44 
45 

46 
47 
48 
49 
50 
51 
52 

53 

54 
55 
56 

FORM+ N03 

ALD2 + 0 
ALD2 + OH 

ALD2 + N03 
ALD2 + hv 

C203 +NO 
C203 + N02 

PAN 
C203 + C203 
C203 + H02 

OH 
PAR+ OH 

ROR 

ROR 
ROR + N02 

0 +OLE 

o, 
--+ 
o, 
--+ 

--+ 
02 
--+ 

--+ 
o, 
--+ 

--+ 

--+ 

--+ 

--+ 

--+ 

--+ 

--+ 

--+ 

--+ 

HN03 + H02 +CO 
C203 + OH 
C203 

C203 + HN03 
FORM + 2 H02 + CO + X02 
FORM + N02 + H02 + X02 
PAN 
C203 + N02 
2 FORM + 2 X02 + 2 H02 
0.79 FORM+ 0.79 X02 + 0.79 H02 + 0.79 OH 
FORM + X02 + H02 
0.87 X02 + 0.13 X02N + 0.11 H02 + 0.11 ALD2 
+ 0.76 ROR- 0.11 PAR 
0.96 X02 + 1.1 ALD2 + 0.94 H02 + 0.04 X02N 
+ 0.02 ROR- 2.1 PAR 
H02 

--+ 0.63 ALD2 + 0.38 H02 + 0.28 X02 + 0.3 CO 
+ 0.2 FORM + 0.02 X02N + 0.22 PAR + 0.2 OH 

57 OH + OLE --+ FORM + ALD2 - PAR + X02 + H02 
58 03 + OLE --+ 0.5 ALD2 + 0.74 FORM + 0.22 X02 + 0.1 OH 

+ 0.33 CO + 0.44 H02 - PAR 
59 N03 + OLE --+ 0.91 X02 + FORM + 0.09 X02N + ALD2 

+ N02- PAR 
60 0 + ETH - FORM+ 1.7 H02 +CO+ 0.7 X02 + 0.3 OH 
61 OH + ETH --+ X02 + 1.56 FORM + 0.22 ALD2 + H02 

62 03 + ETH --+ FORM + 0.42 CO + 0.12 H02 
63 TOL + OH --+ 0.44 H02 + 0.08 X02 + 0.36 CRES + 0.56 T02 
64 T02 + NO --+ 0.9 N02 + 0.9 H02 + 0.9 OPEN 
65 T02 --+ CRES + H02 
66 OH + CRES --+ 0.4 CRO + 0.6 X02 + 0.6 H02 + 0.3 OPEN 
67 CRES + N03 --+ CRO + HN03 
68 CRO+ N02--+ 
69 OH + XYL - 0.7 H02 + X02 + 0.2 CRES + 0.8 MGLY 

+ 1.1 PAR + 0.3 T02 
70 OPEN + OH - X02 + 2 CO + 2 H02 + C203 + FORM 
71 OPEN + hv - C203 + H02 + CO 
72 OPEN + 03 - 0.03 ALD2 + 0.62 C203 + 0.7 FORM + 0.03 X02 

+ 0.69 CO+ 0.08 OH + 0.76 H02 + 0.2 MGLY 
73 OH + MGLY --+ X02 + C203 
74 MGLY + hv --+ C203 + H02 + CO 
75 0 + ISOP --+ 0.6 H02 + 0.8 ALD2 + 0.55 OLE + X02 

+ 0.5 CO + 0.45 ETH + 0.9 PAR 
76 OH + ISOP --+ X02 + FORM + 0.67 H02 + 0.13 X02N 

+ ETH + 0.4 MGLY + 0.2 C203 + 0.2 ALD2 
77 03 + ISOP --+ FORM+ 0.4 ALD2 + 0.55 ETH + 0.2 MGLY 

+ 0.1 PAR + 0.06 CO + 0.44 H02 + 0.1 OH 
78 N03 + ISOP --+ X02N 13 
79 X02 + NO --+ N02 
80 X02 + X02--+ 
81 X02N +NO--+ 
82 X02 + H02 -:--+ 



Table 3: Comparison of UAM-IV and UAM-V Input Requirements. 

Data Type UAM-IV UAM-V 
Name Features Name Features 

Meteorology DIFFBREAK height of mixing VDIFFUSION1 3D fields of vertical 
turbulent difFusion coefficients 

METSCALARS spatially invariant HEIGHT1 3D fields of layer 
water vapor, pressure, heights and pressure 
temperature gradients, 
N02 photolysis rate, 
exposure class 

REGIONTOP height of top of region RAIN 1 2D fields of rainfall rates 
TEMPERATURE 2D fields of surface TEMPERATURE1 3D fields of surface 

temperature temperature 
WIND x,y components WIND1 x,y components 

CLOUD 3D fields of cloud cover and 
cloud water content 

H201 3D fields of water vapor 
Emissions EMiSSIONS 2D surface emissions EMISSIONS1 2D surface emissions 

PTSOURCE elevated source emissions PTSOURCE elevated source emissions 
Topography TERRAIN surface roughness SURFACE1 gridded land use 

and deposition factor 
TERRAIN terrain heights 

Air Quality AIRQUALITY initial concentrations AIRQUALITY initial concentrations 
BOUNDARY lateral boundary BOUNDARY lateral boundary 

concentrations concentrations 
TOPCONC concentrations at TOPCONC concentrations at 

the top of region the top of region 
Chemistry CHEMPARAM chemical reaction rates CHEMPARAM chemical reaction rates 

RATES photolysis reaction rates 
ALBEDO/HAZE/ gridded albedo, 
OZCOL haze and ozone column data 

Control SIMCONTROL control parameters CONTROL control parameters 
for simulation for simulation 

AGGMAP cell aggregation 

4 For each Grid Resolution 
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The geographic region of interest is typically assigned a three-dimensional rectan

gular grid, where the grid cells have dimensions in the horizontal direction ranging 

from 2-8 km in urban applications and up to 40 km for regional applications, while 

the number of layers in the vertical direction is determined by meteorology. The ver

tical structure of the m.odel is allowed to evolve both spatially and temporally. Each 

cell in the model grid is treated akin to a continuous stirred tank reactor (CSTR), 

where pollutants are considered to be uniformly mixed. Some of the models contain 

"plume-in-grid'' modules to account for situation of concentrated emissions that are 

not well mixed with the background. 

1.2 Photochemical Air Quality Simulation Systems 

Atmospheric chemical transport models, also called Photochemical Air Quality Sim

ulation Models (PAQSMs) are used for simulation of various atmospheric phenom

ena over varying spatial and temporal scales. The Urban Airshed Model (UAM

IV) [4] (the recommended regulatory model for ozone attainment demonstration in 

urban areas), the Variable Grid Urban Airshed Model (UAM-V) (15, 16, 17, 19]. the 

SARMAP Air Quality Model (SAQM) [7, 27, 32], developed for the San Joaquin Val

ley Air Quality Study/ Atmospheric Utility Signatures, Predictions, and Experiments 

(SJVAQS/ AUSPEX), the Regional Oxidant Model (ROM) [41] CALGRID [36, 37], 

CAM-X [9, 40] (with Ozone Source Apportionment Technique [38, 39]) all at the 
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regional ~cale), are 'some of the models being extensively used for photochemical 

modeling for control strategy development. Though there are many limitations in 

many of these models, they have been used to simulate historic ozone episodes, and 

then to model control strategies to determine the mix of controls necessary to bring 

ozone non-attainment areas into attainment by a given year. Peters (25] and Sein

feld [30] have identified various issues that list major improvements that are needed 

to address the range of environmental impacts that human activities are currently 

having on our atmospheric environment. These impacts could include spatial scales 

from urban to global, temporal scales from days to months, and health effects from 

individual humans to the global environment. 

The basic structure and methodology used in the current models are a decade 

old and represent the second generation of such models. However, all of them date 

originally back to the late 1970s. Some of the many considerations that under~y these 

models are 

• an individual species cannot be studied in isolation from other species, 

• anthropogenic sources of trace species are quite localized, 

• natural sources of trace species are mostly very dispersed, and not in the same 

locations as anthropogenic sources, 

• most of the mechanisms affecting transformations of species are non-linear, and 
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• atmospheric lifetime of important species range from a few milliseconds to days 

or more. 

Two modeling systems that are being extensively used in the United States cur

rently and which have been used in this research, are the UAM-IV at the urban scale 

and U AM-V at the regional scale. While the individual features of both these models 

are described in the following sections, Table 3 summarizes the list of different input 

files used in the two modeling systems. 

1.3 Urban Airshed Model-IV 

The Urban Airshed Model is a three-dimensional photochemical grid model designed 

to calculate the. concentrations of both inert and chemically reactive pollutants by sim

ulating the physical and chemical processes in the atmosphere that affect pollutant 

concentrations. The basis for U AM is the atmospheric diffusion or species continu

ity equation, which represents a mass balance in which all of the relevant emissions, 

transport, diffusion, chemical reactions, and removal processes are expressed in math

ematical terms. The model is usually applied to an 8- to 72- hour period during which 

adverse meteorological conditions result in elevated pollutant concentrations of the 

chemical species of interest. The U AM employs finite differencing numerical tech

niques for solving the advection/diffusion equation. The region to be simulated is 

divided into a three-dimensional grid covering the region of interest. Horizontal grid 
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cells are rectangular with constant lengths in the x- and y-directions. Vertical layer 

thicknesses are defined by the user based on the diffusion break, the top of the region, 

the number of layers below and above the diffusion break, and the minimum layer 

thickness. The diffusion break usually corresponds to the base of an inversion layer, 

either an unstable convective layer during the day (i.e., the mixing height) or a stable 

nocturnal layer at night. The cell configuration is allowed to change in time and 

space. Figure 2 describes a schematic of the use of grids and atmospheric treatment 

processes in the U AM. 

1.3.1 Quantitative Description 

Atmospheric Chemistry 

Hundreds of organic compounds and thousands of reactions participate in the 

formation of ozone in the atmosphere and the explicit treatment of all of these com

pounds would be prohibitive in an Eulerian grid model. Thus photochemical kinetic 

mechanisms treat organic compounds in groups, often on the basis of the reactive 

functional groups they contain. The UAM uses version IV of the Carbon Bond 

Mechanism (CB-IV) [18, 12] for solving chemical kinetics. This mechanism contains 

86 reactions involving 35 species. The differential equations that describe the CB-IV 

are a 'stiff' system, i.e., the equations contain wide variations in reaction rate con

stants. Since solving them with 'stiff' solvers would result in prohibitively expensive 
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Figure 1: Schematic illustration of the Treatment of Atmospheric Processes in the 

Grid Structure of the Urban Airshed Model 
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' computer time, ·UAM uses quasi-steady-state-assumptions (QSSA) for the low-mass

fast-reacting species (i.e., the stiff species), and the more computationally efficient 

Crank-Nicholson algorithm for the remainder of the state species. 

Advective Pollutant Transport 

Advection in UAM i~ treated by specifying horizontal wind fields for each vertical 

layer. Then the vertical wind velocity in the UAM terrain-following coordinate system 

can then be calculated from the conservation of mass equation. This version of 

U AM uses the Smolarkiewicz scheme, an improved numerical advection scheme, as 

compared to the Sharp and Smooth Transport Algorithm (SHASTA). 

Turbulent Diffusion 

Dispersion of pollutants is assumed to be proportional to the rate of change of 

concentration in space (i.e., the concentration gradient). The proportionality factor 

is termed the eddy diffusivity coefficient (K~, Ky, and Kz in the advection/diffusion 

eqhation). Theoretical estimates from a planetary boundary layer are used to generate 

optimal diffusivity coefficients in U AM. 

Surface Removal Processes 

Dry deposition causes many types of pollutants, including oxides of nitrogen, 

ozone, carbon monoxide, etc., to be removed from the surface layer. UAM incor

porates this feature in a two-step process: the transfer of pollutants through the 

atmosphere to the surface and uptake of pollutants by vegetation and other materials 
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at the surface. 

1.3.2 Input Requirements to U AM-IV 

The Urban Airshed Model (UAM-IV) uses upto 13 input files described below: 

1. Air Quality 

AIR QUALITY specifies the initial coucentrations in ppm for each 

of the simulated CD-IV species iu each cell of the 

modeling domain: can be based ou ambieut measure

ments. previous ROM I UAM simulatious or from 

-clean air .. estimates; enough ""start-up" simulation 

time needed to remove influence of assumed initial 

conditions on model predictions 

BOUNDARY contains concentrations in ppm of each species for 

each lateral boundary cell for each vertical level; 

may vary spatially and temporally; may be obtained 

from direct interpolation of ROM simulations, or 

from observations I aircraft data; used for providing 

boundary. conditions 
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11. 

m. 

lV. 

TOPCONC specifies concentrations in ppm above the top of the 

modeling domain for each species: for species not 

included here, defaults obtained from lower bound 

estimates in CHEMPARAM 

Chemistry 

CHEMPARAM contains information on chemical species to be simu-

lated, including reaction rate constants, upper and 

lower concentration bounds, activation energy, ref-

erence temperature, and resistance to surface sinks; 

aqueous phase species and their chemistry are op-

tiona!; uses CB-IV chemical mechanism currently 

Control 

SIMCONTROL contains period of simulation, model options, details 

about integration time steps to be used and other 

identifying flags for modeled scenario 

Emissions 
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PTSOURCE 

EMISSIONS 

v. Meteorology 

contains "point" source information, including stack 

height, temperature, flow rate, plume rise (effective 

stack height), grid cell containing stack and finally 

emission rates for each CB-IV species for each hour; 

plume rise calculation performed using preprocessor 

before U AM-IV simulation 

specifies ground-level emissions (including estimates 

from '"area", "'mobile'·, '·low-level point"' and -bio

genic" sources), for each grid cell fo,r each hour 

DIFFBREAK specifies the daytime mixing height and nighttime 

inversion height for each column of cells; may vary 

spatially and temporally; obtained from continuous 

measurements of inversion layers from meteorological 

stations 
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METSCALARS contains hourly values of meteorological parameters 

like N 0 2 photolysis rate, concentrations of water 

vapor, temperature gradient below and above the 

diffusion break, atmospheric pressure and exposure 

class (measure of atmospheric stability due to surface 

heating and cooling); spatially invariant, but may 

vary temporally 

REGIONTOP specifies height above ground of the top of the 

modeling domain; may vary spatially and temporally 

specifies surface temperature for each cell; varies 

TEMPERATURE spatially and temporally 

VI. Surface 

WIND specifies horizontal wind components ( u and v) for 

each grid cell for all layers; also includes maximum 

wind speeds for the entire domain and the average 

wind speed at each boundary for each hour being sim

ulated 

TERRAIN contains values for surface roughness and deposition 

factor for each grid cell 
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· 1.3.3 Application for an Urban Area 

In the initial phase of this research, the nested regional Oxidant Model 2.2/Urban 

Airshed Model (ROM 2.2/UAM-IV) Modeling System [11] is used. For an application 

of the U AM-IV which is an "urban-scale" (i.e., looking at ranges of up to 300 km) on a 

urban domain with 50 x 50 cells (5. x 5 km2 each) and 5 vertical layers, the 35 species 

lead to over 500,000 partial differential equations which are solved simultaneousiy 

by the model. The UAM-IV is usually applied to an episode ranging from a few 

hours to a few days, and for each hour, meteorological data (daytime mixing height, 

nighttime inversion height, wind speeds, surface temperature, atmospheric pressure, . 
temperature gradient above and below the diffusion break), emissions data (estimates 

of precursors to ozone emitted from point, area, mobile and biogenic sources) and 

initial and boundary conditions are provided as inputs. Approximately 2 gigabytes 

of disk-space are needed to process input data for a typical domain size as given 

above, and all these have to be quality assured and pre-processed before setting up a 

UAM-IV application. On a. Sun-Ultra.1 with a. 167 MHz processor, a. 24-hour UAM-

IV simulation takes 2.0 hours and the model outputs hourly concentrations for the 

different species totalling around 100 MB per day of the simulation. H the horizontal 

grid resolution is reduced from 5 x 5 km2 to 3 x 3 km2, the number of equations to 

be solved simultaneously increases to over 1,200,000 and the computing resources are 

even more demanding. 
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The New Jersey-Philadelphia-Delaware Valley Urban Airshed considered in the 

present ~tudy encompasses the entire State of New Jersey and parts of the States of 

Delaware, Maryland, New York and Pennsylvania. The modeling domain shown in 

Figure 3 includes thus the ozone non-attainment regions of Philadelphia Consolidated 

Metropolitan Statistical Area, designated as severe(Design Value (DV) = 180-280 

ppb), and Atlantic City, designated as moderate (DV = 138-160 ppb), as well as a 

portion of the severe New York non-attainment Metropolitan Statistical Area. UAM 

application domain covers an area of 210 x 275 km with a grid resolution of 5 x 5 

km2 and the ozone episode days considered for the Matrix Series 1 were July 6-8, 

1988 (10]. The results presented in the next chapter, however, focus on July 7 and 

8, 1988 as the calculations for July 6 may be seriously affected by initial conditions 

and assumptions. The domain extends from SW UTM 400E, 4305N to NE UTM 

610E, 4580N. Initial and boundary conditions are obtained from the corresponding 

Regional Oxidant Model (ROM) simulations made available by EPA. Data transfer 

from ROM at a grid resolution of 18.5 x 18.5 km2 to the U AM resolution of 5 x 5 

km2 was performed using the ROM-UAM interface (3]. 

For Matrix Series 2, the modeling domain is slightly expanded to the North and 

West of the above domain to include the entire state of New Jersey and additional 

sources in Central Pennsylvania. This is anticipated to reduce the boundary effects 

from these sources on the model outputs. This domain thus extends from SW UTM 
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350E. 4285N to NE UTM 610E, 4580N and covers an area of 260 x 290 km. The 

modeled episode days for this series were July 18-20, 1991 [10] and the results are 

presented for July 19 and 20 alone. 

1.4 Variable-grid Urban Airshed Model (UAM-V) 

The Variable-grid Urban Airshed Model (UAM-V) [15, 16, 17, 19] is the most current 

operational version of UAM. This incorporates two-way nesting, allowing regional

scale ozone and precursor pollutant transport and several urban areas to be treated 

within a single modeling domain. Additionally, U AM-V allows variability in the num

ber and spacing of vertical layers, specification of 3-D meterological variables, and 

explicit treatment of subgrid-scale photochemical plumes (i.e., plume-in-grid (PiG) 

treatment). Finer grids can be embedded in coarser grids for more detailed repre

sentation of advection/diffusion, chemistry, and emissions. Multiple levels of nesting 

can also be accomodated. Other added features in UAM-V (compared to UAM-IV) 

are updated deposition, plume-rise, solar fiux and chemical kinetics modules. Also, 

concentrations are advected and diffused in the model using units of mass per unit 

volume rather than volumetric units (ppm). When a given amount of ppm of a pol

lutant moves to a grid cell (having a different temperature and pressure), there is a 

different amount of mass within the grid cell for the same ppm. This method of using 

mass per unit volume maintains true mass balance in the advection a.D.d diffusion 
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steps. 

1.4.1 Quantitative Description 

Updated Chemical Mechanism 

UAM-V contains an updated version of the CB-IV mechanism that is incorpo

rated in UAM-IV. Recent studies have focused concern on the accuracy of isoprene 

treatment in current photochemical grid models and have revealed the presence of 

important secondary photooxidation products that were not accounted in the origi

nal CB-IV [12]. In the new CB-IV, a condensed isoprene mechanism [6.] replaces the 

original isoprene reaction set [18]. The effects of the condensation are shown to be 

particularly important in cases where N03 reactions are important at nighttime, but 

the ozone predictions are still very close. It is found that the new chemistry produces 

considerably less incremental ozone from isoprene when isoprene is not the major 

VOC constituent. 

Vertical Grid Structure 

UAM-V supports a vertical grid structure that can be arbitrarily defined by the 

user and is no longer defined from the diffusion break (as was in UAM-IV). This facil

itates higher resolution vertical layers near the surface and can thus better match out

put from prognostic meteorological models, which normally follow a terrain-following 

coordinate system. 
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Treatment of Subgrid-Scale Phenomena 

The U AM-V contains a plume-in-grid (PiG) module that allows plumes from 

individual point source to be represented as a series of discrete subgrid-scale Gaus

sian puffs. This module is a derivation of the Reactive Plume Model (RPM) [21]. 

Instantaneous dispersion of NOx emissions within a grid cell also containing large 

concentrations of VOC can exaggerate the contribution of NOx to ozone production 

in that cell. The PiG option is specifically recommended for treatment of such large 

elevated NOx sources. 

Schematically, each puff is initialized with up to 10 concentric elliptic 'reactor cells'. 

As the puff travels within the model grid, it entrains "ambient air" from surrounding 

grid cells and undergoes chemical transformations. While each puff interacts with 

the grid cell in which it is located, puffs do not interact with each other. When the 

dimensions of a puff are commensurate with the dimensions of the grid cell itself. puff 

material from the outer cell is "shed" to the grid model, and this process is repeated· 

until the puff is eliminated. Under unstable conditions, a. puff can grow very quickly 

in the vertical. To account for this growth, the entire mass of a. puff is released to 

the cell containing the puff centerline if the puff volume exceeds one-half the grid-cell 

volume. 

For any typical UAM-V application, where 1Q-20 large NOx sources may be 

treated within the grid, hundreds of puffs may accumulate during the night when 
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· stability severely limits plume growth. For large distances downstream, these puffs 

can remain highly NOx-concentrated, with little or no in-puff ozone production. Since 

integration of the full CB-IV chemical mechanism in this numerically ""stiff" situation 

is time-consuming for large applications, a simple equilibrium calculation is provided 

as an optional replacement in U AM-V. This method is a modification of the highly 

condeused and parameterized RIVAD chemical mechanism [22]. The details of this 

mechanism are summarized below: 

• Steady-state chemistry of NOx and 0 3 is assumed during the daytime; titration 

of NO and 0 3 is assumed at night. This makes sure that all NO in a puff is 

converted to N02at night regardless of concentrations of 0 3 and N03. 

• During the daytime, gas-phase formation of H2S04 and HN03 through reactions 

of S02 and N02 with the OH radical is assumed. 

• Both N03 and N20 5 are assumed to be in a steady state with N02 and 03. 

Concentrations of N03 and N20 5 vary significantly due to variations in concen

tration level of oxidants. 

• The amount of HN03 formed in the day from reaction of N02 with OH is 

deducted from NOx, and the ratio of N02 to NO is assumed to be the same as 

that from the first step above. 

• Finally, steady-state concentrations of NO, N02, OH, 03, N03 and N20s are 
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cal~ulated at the beginning of each time step from initial concentrations of NO, 

N02 and 03. 

Treatment of Plume Rise 

The Gaussian dispersion model TUPOS [34] is used for the treatment of Plume 

rise in UAM-V. While the neutral/unstable plume rise uses a modified 1984 Briggs 

algorithm. the stable plume rise uses the 1975 Briggs algorithm. The plume rise for 

each source is calculated from stack parameters and other meteorological inputs. The 

TUPOS algorithm calculates stability-dependent plume rise based on either buoyancy 

or momentum flux for the stack, whichever is larger. If plume ril;e exceeds the top of 

a layer, the calculation is based on the local stability of the next higher layer along 

with a residual buoyancy flux into that layer. While momentum-dominated rise is 

applied only once (at stack height), buoyancy-dominated rise can be applied layer 

by layer until residual buoyancy flux equals zero, or until plume rise is terminated. 

Finally, the results are modified by Froude-number-dependent stack tip downwash if 

wind speeds are higher than two-thirds the stack exit velocity. 

Under stable conditions, the bottom of the plume is assumed to be one-third as 

high as the plume top (and plume center two-thirds as high) relative to the stack tip. 

The calculation of plume rise continues layer by layer using appropriate equations 

for stable or neutral-unstable conditions until the plume rise height remains within a 

given layer. This is taken to be the final plume rise for the considered source. 

31 



Treatment of Surface Removal Processes 

The dry deposition algorithm in UAM-V is based on the scheme in RADM [13, 

29, 35]. The flux of pollutant to the lower boundary surface is expressed as a concen-

tration in the first model layer times the deposition velocity. The deposition velocity 

is estimated as an inverse sum of a series of resistances. 

(9) 

where. 

• F0 is the flux of pollutant to surface boundary, 

• ci is the concentration in layer 1, 

• Ra. is the aerodynamic resistan~e, 

• R, is the boundary layer resistance, and 

• R. is the surface resistance 

While Ra. is dependent upon the surface characteristics and atmospheric stability 

conditions, it is calculated from two different parameters, the friciton velocity and the 

Monin-Obukhov length [13]. The boundary layer resistance represents the process of 

molecular diffusion of the transport of pollutants through the laminar layer around 

solid objects and is highly dependent on the Schmidt number [13]. R. is acet of parallel· 
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resistances associated with leaf stomata, leaf cuticles, lower canopy resistances, and 

surface soil. litter and water. 

1.4.2 Input Requirements to UAM-V 

The Variable Grid Urban Airshed Model (UAM-V) uses upto 24 input files. Though 

the general category of input requirements to UAM-V are similar to UAM-IV, the 

following gives a overview of the same along with the inherent differences. 

1. Air Quality 

AIR QUALITY contains initial concentrations in ppm· of each 

simulated species in each cell of the coarse grid; 

can be based on ambient measurements, previous 

ROM / UAM simulations or from "clean air" esti

mates; coarse grid values interpolated to fine grids; 

enough "start-up" simulation time needed to remove 

influence of assumed initial conditions on model 

predictions 
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BOUNDARY specifies concentrations in ppm of each species for 

each lateral boundary cell on the coarse grid; may 

vary spatially and temporally; may be obtained from 

direct interpolation of ROM simulations, or from 

observations / aircraft data 

TOPCONC specifies concentrations in ppm above the top of the 

modeling domain for each species: for species not 

included here, defaults obtained from lower bound 

estimates in CHEMPARAM 
n. Chemistry 

CHEMPARAM provides list o£ chemical species to be simulated, 

including reaction rate constants, upper and lower 

concentration bounds, and activation energy; aque

o.us phase species and their chemistry are optional; 

uses CB-IV chemical mechanism currently 
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RATES includes photolysis rates for five key reactions. 

photolysis of N02 • HCHO (two mechanisms), 0 3 (to 

form 0(1D)) and ALD2: rates vary spatially and 

temporally, and are usually functions of 10 solar 

zenith angles, 11 altitudes, 5 surface UV albedos, 3 

turbidities, and 5 total ozone column densities 

ALBEDO includes codes for albedo. turbidity. and ozoue 

column dcusity for usc iu calculatiug appropriate 

photolysis rates: albedo codes do uot vary temporally 

and are specified for coarse grid, and optionally for 

fine grids; codes for turbidity a:nd ozone column 

density may vary spatially and temporally for coarse 

grid, and are based on coarse grid cell codes for fine 

grids 

m. Control 
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SIMCONTROL contains simulation control information. including 

period of simulation, model options. details about 

integration time steps to be used and other identify

ing flags for modeled scenario 

IV. Emissions 
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PTSOURCE contains enuss10ns information (location, stack 

parameters and emissions of each CB-IV species) for 

'"point'' sources that may be subject to plume rise 

calculation for injection into layers above layer 1; 

provided for coarse grid alone and not for fine grids; 

sources to be treated with PiG option need to be 

identified by ranking sources by NOx emission rate, 

specifying an emission cut-off level and then desig

nating all sources above this and collocating them 

as PiG; (PiG sources with complete photochemical 

treatment are assigned default stack diameters); 

calculation of plume rise performed during UAM-V 

simulation itself and subsequently, emissions not to 

be treated as PiG are directly added to the relevant 

grid _cell 
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EMISSIONS contains hourly emission rates for each emitted 

species for each grid from combination of "area" 

v. Meteorology 

sources, '·mobile" sources, "non-point" sources, and , 

"biogenic" sources; provided for the coarse grid and 

for each fine grid as well; can be provided for weekday 

and for each weekend day in the episode; usually 

generated from various emissions preprocessmg 

system like EPS2.0, EMS95 

VDIFFUSION specifies vertical turbulent exchange coefficients in 

m2 / s at each layer interface for each cell; mandatory 

for coarse grid, optional for fine grids; calculated 

from turbulent kinetic energy; varies spatially and 

temporally; used to limit vertical puff expansion 

to depth of mixed layer and to determine rate of 

vertical diffusion between layers for each cell column 

(Kv fields must contain non-zero minima (0.1 - 1 

m2/s) 
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specifies height of each layer interface for each cell 

HEIGHT/PRESSURB>lumn above the ground level (AGL) and pressure 

for each cell for all layers; mandatory for coarse 

grid and for any vertically nested fine grid; height 

defines model vertical grid and mass transfer between 

layers, and used in calculation of altitude-dependent 

photolysis rates: pressured used in calculation of 

pressure-dependent rate constants and in internal 

mass-concentration conversion: both used in stability 

calculations in deposition, PiG and plumerise 

39 



WIND specifies horizontal wind components ( u and v) 

for each grid cell for all layers; also defines the 

surface (upto 10m) wind speed for each layer for 

deposition calculations; vertical wind component ( w) 

is calculated directly from divergence of horizontal 

wind inputs; varies spatially and temporally; used for 

advection of all species, for advection of PiG puffs, 

for stability calculations in deposition. PiG. plume 

rise, for horizontal diffusion and for timesteps for all 

grids 

H20 provides water vapor concentrations in parts per 

million by volume (ppmv) for each cell all layers in 

coarse grid; may vary spatially and temporally; used 

by chemical species in CB-IV mechanism and for 

deposition rate calculations 
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CLOUD contains fractional cloud cover (in tenths) above 

each cell for all layers and cloud liquid water content 

in gm / m3 ; optional file for coarse grid; obtained 

from meteorological model output or interpolated 

from observations of sky cover data; cloud cover 

used to adjust photolysis rates and solar strength 

in deposition routine; liquid water content used for 

aqueous sulfate production 

RAIN includes rainfall data in inches m each horizontal 

coarse grid cell; may vary spatially and temporally, 

but not vertically; fine grid data interpolated from 

coarse grid; used for calculating wet deposition rates 
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specifies absolute temperature in degrees Kelvin for 

TEMPERATURE each grid cell: also contains surface temperature; 

varies spatially and temporally and is based on 

meteorological model outputs; provided only for 

coarse grid and model interpolates internally to 

the fine grids; used for chemical rate calculations, 

stability calculations in deposition. PiG, plume 

rise. deposition rate calculations and internal mass

concentration conversions 

VI. Surface 

SURFACE contains distribution of land-use types (fraction 

for each of 11 categories) for each horizontal grid 

cell; varies spatially, and not temporally; land-use 

inputs extracted from USGS databases; fixed for 

each grid configuration; determines deposition 

rates for each cell as a function of land-use distribu

tion; mandatory for coarse grid, optional for fine grids 
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TERRAIN defines ground level altitude of each horizontal coarse 

grid location; varies spatially, and not temporally, 

and are also extracted from USGS databases; used 

for calculating altitudes for certain radiative calcula

tions alone 

1.4.3 Regional Application 

In the second part of this research (28, 33], the Variable Grid Urban Airshed Model 

(UAM-V Vers 1.24) was applied to a large region covering 37 States in the Eastern 

U.S. and Washington, D. C.; this modeling domain is shown in Figure 4, and is called 

the OTAG modeling domain 1 • The meteorological inputs to UAM-V were obtained 

from the Regional Atmospheric Modeling System (RAMS) [26]. Horizontally, the 

model has two resolutions termed Grid A (Fine grid) and Grid B (Coarse grid). The 

coarse grid has 1/3 deg latitude and 1/2 deg longitude (approximately 36 x 36 sq. 

km) horizontal spacing and the fine grid has 1/9 deg latitude and 1/6 deg longitude 

(approximately 12 x 12 sq. km) horizontal spacing. Vertically, the coarse grid and 

fine grids are resolved into 5 and 7 layers respectively. The coarse grid with 64 x 63 
1The Ozone ':transport and Assessment Group was formed by the U. S. Environmental Protection 

Agencyto address the issue of transport of ozone and its precursors in the Eastern United States [33, 

28]. 
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cells extends from 99.0 deg W and 26.0 deg N to 67.0 deg W and 47.0 deg N. The 

fine grid with 137 x 110 cells extends from 92.0 deg W and 32.0 deg N to 69.5 deg W 

and 44.0 deg N. The top of the coarse grid and fine grid extends to 4000m. Though 

this grid spacing cannot resolve the local variations in emissions density and surface 

characteristics, that are important for estimating spatial and temporal variations in 

pollutant concentrations in the vicinity of urban areas, the goal of this application is 

to characterize the relative contribution of regional versus local emissions. UAM-V 

was originally applied to 4 different episodes, namely the July 1-15, 1988, July 13-21, 

1991~ July 20-30, 1993 and July 7-18, 1995, for the domain considered here. UAM-V 

differs from UAM-IV in that the vertical structure of the model does not change with 

time and space. The storage requirements for inputs to this version of the model 

total more than 30 gigabytes and this information also has to be quality assured and 

processed upfront. The model outputs about 400 megabytes of information per day of 

simulation and this takes about 7.0 hours on a Sun-Ultral with a 167 MHz processor. 

The current version of U AM-V is the 'super-fast' version with a 'smart' switching 

algorithm [14] which can select the most physically appropriate approximation for 

local conditions. Various alternatives permit the solver to optimize execution speed 

subject to accuracy constraints, as compared to techniques such as QSSA which may 

be forced to extremely small time steps in order to preserve accuracy. The information 

provided above gives an idea of the order of computing resources required and the 
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. amount of effort involved in setting up, performing and analyzing various model 

simulations and their outputs. 

This study focuses on the most recent episode, namely the one from July 1995, 

when high ozone concentrations were observed on four days (July 12-15) in many 

areas of the Northeastern U.S. The first three days were considered 'ramp-up' days. 

and the outputs from these days are not included in this modeling analysis. 
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Figure 2: New Jersey-Philadelphia-Delaware Valley Urban Airshed used for Matrix 

Series Simulations 1 (42 by 55 cells with 5 x 5 km2 grid resolution). 
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Figure : Schematic of the Philadelphia - New Jersey Urban Airshed shown ne.sted 
within the modeling domain for the Variable-grid Urban Airshed Model (UAM-V) 
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1.5 Emissions Processing 

Preparing emissions inputs for a. photochemical modeling application is a. very labor

intensive task and involves coordination between the different local, state and federal 

regulatory agencies involved in the modeling domain. Typica.lly, emission estimates 

are provided by the agencies for each source or group of sources that are classified 

below. 

Point Sources: Basic inventories for point sources typica.lly include source identifi

cation, process information and emissions da.ta.. Source identification includes county, 

facility, and source codes; Standard Industrial Classification (SCC) code of the facil

ity; and location in longitude and latitude or Universal Transverse Mercator (UTM) 

coordinates of each source. Emissions data. includes annual or seasonal estimates of 

VOC, NOx, and CO emissions for each process within the facility. 

Area Sources: These are collective emissions estimates at the county level for 

sources considered to be too minor or too numerous to be handled individua.lly in 

the point source inventory. In addition to sma.ll stationary sources, basic area. source 

inventories often include emissions from off-highway mobile sources such as aircraft, 

locomotives, and off-road vehicles. Specific cutoff limits for representing a. source 

either as an individual point or lumping it in an areal sum are usua.lly established 

based on an evaluation of the number and distribution of sources in the domain. A 

typical cutoff could be 100 tonnes per year for sources emitting NOz. 
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Mobile Sources: Mobile sources of emissions include moving vehicles classified as 

the following types: on-road vehicles (registered light duty automobiles and trucks 

as well as medium and heavy duty vehicles); off-road vehicles (farm equipment, con

struction equipment, snowmobiles. and off-road motorcycles); aircraft; railroad lo

comotives: and vessels. Emission factors used to estimate emissions from on-road 

vehicles vary nonlinearly with a variety of parameters including vehicle type, vehicle 

speed. fuel volatility. vehicle fleet characteristics. ambient temperature, diurnal tem

perature variations. and vehicle fleet iuspection program characteristics. Empirical 

models like MOBILE [2] series of mobile source models are commonly employed to 

estimate on-road vehicle VOC, NOx, and CO emission factors. These emission fac

tors, reported as mass of pollutant per vehicle mile travelled. are then combined with 

an activity level such as vehicle-miles travelled (VMT) to calculate estimates of on

road vehicle emissions. In addition to being characterized by vehicle type and road 

class, on-road mobile source emissions must be disaggregated in terms of component. 

emissions (exhaust, evaporative, running loss and refueling emissions). 

These emissions estimates for the various sources are normally annual or seasonal 

average values and constitute a so-called basic inventory. There is a significant amount 

of preprocessing that has to be done to the datasets provided by the different agencies, 

before they can be used in the modeling application. To adapt this into a modeling 

inventory, the information has to be processed to include: 
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• adjustment of emission rates for episode-specific conditions, 

• spatial allocation of the emissions onto the grids of the modeling application, 

and 

• speciation or apportionment of the emissions from each source into chemical 

classes. 

Emissions are typically reported as totals of a. family of compounds (e.g., total hydro

carbons). and so they have to be partitioned into individual chemical species that are 

explicitly resolved by the chemical mechanism of the model. Thus, total NOx must 

be specia.ted as NO and N02 , whereas the total reported VOC must be apportioned 

in classes of alkanes, a.lkenes, aldehydes, or aromatics. For example, when using the 

CBM-IV mechanism, each carbon atom of total VOC emissions is assigned to one 

of the following ten species: olefinic carbon bond (OLE), paraffinic carbon bonds 

(PAR), toluene (TOL), xylene (XYL), formaldehyde (FORM), high molecular weight 

aldehydes (ALD2), ether (ETH), methanol (MEOH), ethanol (ETOH), and isoprene 

(ISOP). 

Emissions inputs for UAM-IV are processed using the Emissions Preprocessor 

System (EPS2.0) [5],tha.t is based on the CB-IV mechanism [4] lumping scheme for 

organic compounds. For UAM-V, the emissions are processed through EMS-95 [8], · 

which is written in the SAS [1] language. EPS2.0 is a. set of routines written in 
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Fortran77 and is used for all regulatory applications of the UAM-IV. This is a com

prehensive system for managing the preparation of modeling inventories from basic 

annual or seasonal county-level inventories. The modeling inventory must also in

clude an estimate of biogenic emissions. It has been recognized recently that biogenic 

emissions can contribute significantly to the total emission inventory, even in pre

dominantly urban regions, because some of the naturally occurring organic species 

like isoprene are quite photochemically reactive. The Biogenic Emissions Inventory 

System (BEIS) [5] is used to create estimates of biogenic emissions in both systems. 

For preparing emissions inputs for the UAM-IV simulations in the New Jersey

Philadelphia-Delaware Valley, a little under one gigabyte of disk space is needed to 

process all the raw data and perform the tasks of speciation, temporal allocation and 

final allocation to the grid-cells of the modeling domain. On a Sun Ultra Spare 1 

processor, it takes about 6-7 hours of CPU time to prepare one day's model inputs. 

Similarly, for the U AM-V simulations for the domain under consideration here, more 

than five gigabytes of disk space is needed to process one day's information through 

all the required steps. It should be emphasized that the emissions processing has to 

undergo very rigorous quality assurance at all stages, for, any erroneous outputs might 

propagate into the photochemical model itself and render all the outputs useless. 
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2 Sensitivity-Uncertainty Analysis 

Varying types of uncertainty are present in relation to photochemical air pollution 

systems and their numerical models. Besides uncertainty associated with the imper

fect formulation of the :QJ.odel, another major source of uncertainty is in the input 

data. When models are used for the purposes of control strategy development and 

evaluation, emissions input data need to be as accurate as possible. In order to 

provide reasonable simulations of the air pollution episodes, emissions uncertainty 

should be minimized. Though the concept of a "perfect" emissions inventory is only 

an idealization, there have been continuing efforts to make the emissions estimates as 

close as possible to reality. The uncertainty in these data can contain both reducible 

and irreducible components. While the irreducible uncertainty in data is generally 

due to the presence of uncertainty hi the natural atmospheric processes, reducible 

uncertainty can be lowered by better emissions inventorying methods, improved mea

surement techniques and improvements in-model formulation [11]. There is a need 

to systematically identify the origins of natural, data and model uncertainty in pho

tochemical modeling applications and to develop and test methods for quantifying 

each type of uncertainty, and reducing, if feasible, data and model uncertainties. One 

approach here can be to study the sensitivity of the model to uncertainties in emis

sions in order to provide insight into the reliability of the calculated results. Such 

sensitivity-uncertainty analyses would then help the photochemical modeler to quan-
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tify the uncertainty in forms that would help policy makers towards making better 

use of modeling results in the decision making process of air quality management. 

Though years of research have contributed to a significant increase in knowledge of 

the complex chemical interactions involved in the photochemistry of 0 3 production, 

there exists no clear scientific consensus on the best strategy for reducing ozone. From 

the various studies that have been conducted to date, the more popular strategy to 

reduce ozone has been to use a combination of VOC controls in urban areas and 

regioual NOx coutrols [20]. Though this can be taken as a preliminary startiug point, 

more coutrol sceuarios need to be evaluated for their robustuess and feasibility studies 

made from cost-benefit ratios before actual recommendations can be made for strategy 

implementation. The possibilities for different sensitivity and strategy simulations 

that may be performed here are endless, and the process is usually limited by available 

resources. 
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1.1 Introduction 

·Chapter 1 

Background and Significance 

1 

Tropospheric ozone and related photochemical o~dants are the most prevalent harmful 

air pollutants in many industrialized and developing countries [26, 42]. Ozone is formed 

in the troposphere as a secondary pollutant through photochemical reactions between 

precursor species including oxides of nitrogen (NOx) and volatile organic compounds 

(VOC), a process that is influenced by meteorological conditions. Due to the interac

tions between nonlinear photochemical and meteorological processes, the relationship 

between ozone and its precursors is very complex; for example, ozone concentrations 

can either increase or decrease with reductions in emissions of NOx. The principal tools 

used to formulate regulatory decisions to control tropospheric ozone are comprehensive 

Photochemical Air Quality Simulation Models (PAQSMs). These models attempt to 

incorporate in sufficient detail the current scientific understanding of the chemical and 

physical mechanisms affecting ozone formation, transport and accumulation [26]. 

The application of PAQSMs and the interpretation of their results are complicated 

by the presence of significant uncertainties that are due to both the inherently random 

nature of atmospheric systems and "errors" or incomplete knowledge associated with 

both model formulation and model inputs and parameters. Thus, it is desirable to 

use complementary alternative methods, that are independent ofPAQSMs, often called 

"observation-based approaches", to check, corroborate and cross-evaluate the predic

tions of PAQSMs. Two kinds of observation-based (i.e. phenomenological) approaches 

are implemented and evaluated here for their potential to complement and enhance the 

application of PAQSMs: (a) an empirical (statistical} approach consisting of applying 

statistical multivariate and regression analyses on ambient observations of ozone and 
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precursor species (NOx and VOC), as well as the related meteorological data, (b) a semi

empirical (diagnostic) approach, known as the AIRTRAK model, developed by Graham 

Johnson and his coworkers [43, 44]. This model is using the concept of "smog-forming 

processes" to establish a relationship between ozone and precursor species (NOx and 

VOC). 

The complementary use of observation-based approaches with the application of 

PAQSMs, is expected to provide a better understanding of the relationship between 

ozone and precursor species (NOx and VOC). 

Along with the development of the AIRTRAK model, a compact generalized chem

ical mechanism, called the "Generic Reaction Set" (GRS), was developed to describe 

the complex atmospheric chemistry. The GRS mechanism, consisting of seven reactions 

among seven species, was developed by fitting model estimates of ozone concentrations 

to data obtained from an outdoor smog chamber. The GRS mechanism is designed for 

incorporation into simplified PAQSMs, due to its simplicity and the quick execution 

time for the numerical integration. However, it is needed to carefully examine the ad

equacy of the GRS mechanism as a reasonable approximation of complex atmospheric 

chemistry, since its development is based on a semi-empirical (diagnostic) lumping 

approach. The limitations associated with diagnostic approac:hes typically result in in

accuracies in the prediction of multi-species profiles due to the process of optimizing 

the lumped mechanism to· fit a specific species concentration profile. Formal Kinetic . 

Lumping methods are applied here to evaluate the adequacy of the GRS mechanism, 

since these methods provide the necessary mathematical tools for "condensing" complex 

c:hemical mec:hanisms. In a following project, Formal Kinetic Lumping methods will be 

used to characterize, and, if possible, reduce, uncertainties present in GRS as well as 

in diagnostic lumped c:hemical mec:hanisms suc:h as CB-IV and SAPRC mec:hanisms, 

whic:h are currently incorporated into PAQSMs. 
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1.2 An Overview of PAQSMs 

PAQSMs are three-dimensional grid-based (Eulerian) models that simulate the physical 

(advection, dispersion and deposition) and chemical (chemical reactions) processes in 

the atmosphere that would affect gas phase pollutant concentrations. Typically, the 

horizontal dimension of the grid is in the range of 2 to 8 km for urban scale applications 

and of 10 to 100 km for regional scale applications while the vertical dimension typically 

ranges from 10 to a few hundred meters. In the current research, an urban-scale PAQSM 

(the Urhan Airshed Model (UAM)) is used to perform the mechanistic studies of the 

relationships between ozone and precursor species (NOx and VOC). The basis ofUAM 

and PAQSMs in general is the Atmospheric Diffusion Equation (ADE): 

OCi o(uci) o(vci) o(wci) 0 (K OCj) 0 (K OCi) 0 (K OCi) 'D. s L -+--+--+ =- u- +- u- +- v- + ... "i+ i+ i ot ox oy oz ox ox oy oy oz oz 
{1.1) 

where 

• c; = the concentration of pollutant i and is a function of location ( z, y, z) and 

time (t), 

• u, v, w =horizontal and vertical wind speed components in x, y, and z directions, 

respectively, 

• K H, K v = horizontal and vertical turbulent dispersion coefficients, 

• R; = the net rate of production of pollutant i by chemical reactions, a func

tion of the concentrations of the dift'erent species in the photochemical system, 

• si = the emission rates of pollutants affecting i (e.g. the precursors of species i), 

• Li = the net rate of removal of pollutant i by depositions. 

The above mathematical equation represents a mass balance for each pollutant in each 

cell of the grid: it describes the fact that (a) the rate of accumulation of the mass of a 

pollutant species in each cell must equal the sum of (b) the net inflow rate of its mass 
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due to "bulk" motion caused by the cell-average wind ( advective transport) across the 

surface of the cell, plus (c) the net inflow rate of pollutant mass by turbulent dispersion 

across .the surface of the cell, (d) the net production or removal rate of the pollutant 

within the cell via chemical reactions, and (e) the net removal rate of the pollutant via 

deposition. 

The predictions ofPAQSMs are subject to uncertainties from chemical mechanisms 

and meteorological, air quality and emission data they employ. Uncertainties in input 

values of PAQSMs can be reduced by denser air quality and meteorological monitoring 

networks or improved emission inventories [13]. Chemical mechanisms are a particu

larly critical source of uncertainty to consider because, unlike emissions inventories and 

monitoring networks, they are beyond the capability of most model users to improve. 

It is therefore imperative to devise approaches to characterize and reduce uncertainties 

in chemical mechanisms of PAQSMs. 

1.3 Hypothesis and Rationale 

The overall goal of this research is to study the relationship between ozone and pre

cursor species (NOx and VOC) through the combined application of observation-based 

and mechanistic modeling approaches. The results obtained from these two approaches 

would lead to a better understanding of the relationship between ambient ozone levels 

and precursor species (NOx and VOC), thus providing great assistance in the develop

ment of rational control strategies. 

Hypothesis !:Empirical observation-based approaches such as multivariate and re

gression statistical analyses can be used to evaluate and support PAQSM-bo.sed analyses 

regarding the relative dependence of ozone on meteorology and precursor emissions. 

Any improvement in ozone air quality achieved from modest precursor emissions 

reductions can be easily masked by fluctuations in meteorology. Thus, the meteoro

logical effects on ambient ozone levels have to be considered in order to elucidate the 

relationship between ozone and precursor species (NOx and VOC). An objective of this 

research is to study the relative dependence of ozone on meteorology and precursor 
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emissions using multivariate and regression statistical analyses. 

Hypothesis II:Semi-empirical observation-based models such as the AIRTRAK 

model can complement PAQSMs in the development of control strategies. 

Although PAQSMs have been recognized as the best available tools for development 

of ozone control strategies, the associated uncertainties, efforts and costs for applying 

them can be substantial. The semi-empirical AIRTRAK model, developed by Johnson 

and his coworkers, has been proposed as a means of qualitatively assessing the sensi

tivity of ambient ozone to reduction of precursor emissions (NOx and VOC) based on 

observed data of 0 3 , NO, and N011 ( NOx + gas-phase oxidation products of NOx ) 

concentrations. An objective of this research is to study the consistency of predictions 

from PAQSMs for developing control strategies with those from the AIRTRAK model. 

Hypothesis III: Formal Mathematical Lumping Methods {40} can be used to charac

terize and reduce uncertainties associated with the empirical reduction of photochemical 

mechanisms used in PAQSMs. 

Hundreds of organic species participate in thousands of reactions in the tropo

sphere. In order to develop computationally tractable chemical mechanisms to be used 

in PAQSMs, highly simplified or "condensed" representations of atmospheric chemistry 

are required. The formulation of condensed chemical mechanisms has traditionally been 

pursued through "diagnostic" or "expert-knowledge"-based lumping approaches. There 

is always a compromise between accuracy (that requires representations of chemistry in 

significant detail) and computational efficiency in the development of currently available 

lumped mechanisms. An alternative to diagnostic approaches for mechanism conden

sation is provided by Formal Kinetic Lumping methods which have a well developed 

theoretical basis [38], and have previously been employed to reduce the dimensionality 

of petrochemical and combustion reaction systems. Formal Kinetic Lumping methods 

have the potential to develop chemical mechanisms which can accurately describe at

mosp~eric chemistry while also being computationally efficient. An objective of this 

research is to develop accurate and validated but computationally efficient condensed 

chemical mechanisms to be used in PAQSMs through the application of Formal Kinetic 

Lumping methods. 
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1.4 Specific Aims 

1.4.1 Specific Aims Related to Hypothesis I 

Study the relative dependence of ozone on meteorology and precursor emis

sions by performing hybrid statistical analyses on observations of ozone and 

precursor species (NOx and VOC), as well as on the related meteorological 

data. 

Specific Aim 1.1 Study th~ dependence of ozone on m~teorology through hybrid 

classification schemes, involving Principal Component Analysis (PCA}, Cluster Analy

sis and Stepwise Regression Analysis. 

Various studies have attempted to elucidate the dependence of ozone on meteorol

ogy by utilizing some form of statistical regression or graphical analysis [19, 20, 21]. 

Unfortunately, a satisfactory level of explained variance is difficult to be achieved due 

to the complexity of interactions present in the system. Through the coi:nbined utiliza

tion of classification schemes involving the methods of Principal Component Analysis 

(PCA) and Cluster Analysis, it was successfully demonstrated by Eder et al. [i1] that 

the influences of meteorological variables on ozone concentration can be quantified 

by applying stepwise regression analysis within individual homogeneous meteorological 

clusters. This research is to test and evaluate this approach by stratifying the compli

cated atmospheric system into several relatively homogeneous meteorological clusters 

with characteristic influences by using a hybrid classification scheme, that integrates 

. Principal Component Analysis (PCA), Cluster Analysis and Stepwise Regression Anal

ysis. 

Specific Aim 1.2 Study the relationship between ozone and precursor species (NOz 

and VOC) by performing Principal Component Analysis (PCA) on observed concentra

tion data. 

By applying the PCA technique on the multivariate observations of ozone and pre

cursor species concentrations, the relationship between ozone and precursor species 

(NOx and VOC) could be identified. It should be noted that the success of applying 

the PCA technique on nonlinear photochemical pollution systems cannot always be 
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guaranteed, because the methodology seeks to summarize the nonlinear processes using 

linear estimates. However, analyses of the dependence of ozone on meteorology can 

be used to supplement the application of the PCA technique on photochemical pollu

tion systems by segregating characteristic meteorological influences in different clusters. 

Through this hybrid multivariate analysis on observation data sets comprised of me

teorological parameters and chemical species concentrations a better understanding of 

relationships between ozone and precursors (NOx and VOC) in light of meteorological 

effects could be achieved. 

1.4.2 Specific Aims Related to Hypothesis II 

Evaluate the application of PAQSMs on the development of ozone control 

strategies through the application of a semi-empirical che.mical model. 

It has been suggested from several recent studies that analysis of ambient data on the 

extent of atmospheric chemical reactions may offer a means of qualitatively assessing the 

sensitivity of ambient ozone to reductions in precursors (NOx and VOC) emissions [31, 

10, 15, 16]. The AIRTRAK model, developed by Johnson and his coworkers, attempts 

this based on a semi-empirical approach developed from data from various chamber 

experiments [7, 43, 44]. The AIRTRAK model has incorporated mechanistic concepts 

of smog-forming processes to relate NOx emissions to smog formation using observed 

0 3 , NO, and N011 ( Nox· + gas-phase oxidation products of NOx ) concentrations. It 

has been claimed that through analysis of observed 0 3 , NO, and N011 concentrations 

via the AIRTRAK model, the relative effectiveness of NOx and VOC emission controls 

in reducing ground-level ozone can be determined. Although the AIRTRAK approach 

reveals interesting features relating to control strategy assessments, its application to 

ambient concentration data is expected to be limited due to its underlying assumptions 

that have originated from chamber experiments. Therefore, in order to develop rational 

ozone control strategies, the application of PAQSMs has to be incorporated. This 

research is to cross-evaluate the application of PAQSMs and the AIRTRAK approach 

on the development of ozone control strategies. 
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1.4.3 Specific Aims Related to Hypothesis III 

Characterize and reduce uncertainties associated with the empirical reduc

tion of photochemical mechanisms in PAQSMs through the application of 

Formal Kinetic Lumping methods. 

Formal Kinetic Lumping methods were developed based on formal mathematical 

methodologies of system (or model) reduction, that aim to derive lower dimensional 

formulations that match the response of the original model (see, e.g. [48]). The first use 

of Formal Kinetic L~ping methods was initiated by Wei and Kuo [34] for first order 

reaction systems, and extended by Li and Rabitz [38, 39, 41, 40] to general nonlin

ear systems. Since Formal Kinetic Lumping methods are based on considerations that 

are independent of current diagnostic approaches, they could potentially provide new 

insights into the kinetics of pollutant formation in the atmosphere, and improve the 

accuracy and computational efficiency of condensed photochemical mechanisms used in 

regulatory PAQSMs. Furthermore, since Formal Kinetic Lumping methods can provide 

a mathematically optimal lumped system, they should in principle offer superior accu

racy when compared to diagnostic, or semi-empirical methods. In a following project, 

a Formal Kinetic Lumping method, specifically the Direct Constrained Approximated 

Lumping (DCAL) [40] approach, will be used to evaluate the adequacy of the condensed, 

seven-reaction, GRS mechanism as a reasonable approximation of complex atmospheric 

chemistry. The objective of this evaluation is to test the possibility and limitations of 

lumping the complicated photochemical reaction system into a very simplified model 

comprised of only seven reactions among seven lumped species. Then, this Formal Ki

netic Lumping method (DCAL approach) will be used to characterize, and, if possible, 

reduce, uncertainties present in more detailed lumped chemical mechanisms, such as 

CB-IV and SAPRC, which are incorporated into existing PAQSMs. 
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Chapter 2 

The Application of Hybrid Statistical Analyses 

2.1 Background 

In order to formulate effective ozone control strategies, the relationship between ozone 

and precursor species (NOx and VOC) should be understood. It has been shown by 

Cohn and Dennis [18] that this relationship can be potentially revealed by applying 

Principal Component Analysis (PCA) on the observed concentrations of ozone and 

precursor species (NOx and VOC). However, due to the strong coupling of meteo

rological and photochemical processes in photochemical pollution systems, the casual 

relations between ozone and its precursors cannot always be identified through a PCA 

application. One possible way to overcome this difficulty is to filter out the influence 

of meteorology on ambient ozone levels by using statistically robust methods. Vari

ous studies of the effects of meteorology on air pollution have introduced multivariate 

statistical techniques [12, 30] to achieve this objective. 

Eder et al. [11] have successfully shown that utilization of a classification scheme 

that involves Principal Component Analysis (PCA) and Cluster Analysis can help to 

elucidate the dependence of ozone on meteorology. The major function of this classifi

cation scheme is to stratify the complicated atmospheric system into several relatively 

homogeneous meteorological clusters with characteristic influences. Within each meteo

rological cluster, the characteristic influence of meteorology on ozone concentration can 

be revealed by identifying significant factors of meteorological variables through Step

wise Regression Analysis. A hybrid statistical approach comprised of PCA, Cluster 

Analysis, and Stepwise Regression Analysis is utilized here to elucidate the dependence 

of ozone on meteorology. After segregating characteristic meteorological influences in 

different clusters, the relationship between ozone and precursors (NOx and VOC) can 
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be revealed through the application ofPCA on the observed concentrations of ozone and 

precursors within each homogeneous meteorological cluster. The detailed descriptions 

of the methods of Principal Component Analysis and Cluster Analysis are in Appendix 

A. 

2.2 Methodology 

The examination of meteorological impacts on observed ozone concentration is a very 

complicated task. The major difficulty comes from the fluctuating nature of variability 

in meteorology. Through the utilization of classification schemes in which meteoro

logical variables are stratified into a number of characteristic classes, the influences of 

meteorological variables on ozone concentrations can be identified by applying step· 

wise regression analysis within each meteorological duster [23, 22]. The classification 

scheme utilizes Principal Component Analysis and Cluster Analysis. The selection of 

meteorological variables for the development of homogeneous meteorological clusters 

takes place from: 

1. Repre~entative thermodynamic properties of air masses: air temperature, dew

point temperature, and cloud cover etc. 

2. Representative hydrodynamic properties of air masses: pressure and wind etc. 

~. Representative properties of the vertical structure of air masses: mixing height. 

The procedures to elucidate the influences of meteorological variables on ozone concen

trations consist of the following three steps. 

2.2.1 Principal Component Analysis (PCA) 

Due to the presence of collinearity resulting from correlations among meteorological 

variables, Principal Component Analysis (PCA) is used as the first step in the clas

sification scheme, as a screen tool to prevent meteorological variables that are highly 

correlated from exerting a disproportionate amount of influence and thereby contami

nating the results. Through the application of the PCA technique on the meteorological 
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dataset, all collinearity can be eliminated and the size of the dataset can be reduced 

by finding principal components which are a hierarchy of orthogonal and independent 

components through linear transformations of all meteorological variables. The data 

reduction is achieved by retaining the first few principal components that explain suc

cessively less and less of the total variance, and a substantial amount of total variance 

can still be explained. The other important feature revealed by the PCA technique is 

the "merit from principal component loadings" which represents the correlations be

tween the component and meteorological variables. The larger the component loading, 

the more important the meteorological variable is in interpretation of that component. 

Thus, the characteristics of principal components can be determined by examining com

ponent loadings. Finally, principal component scores, which represent the projection 

of the original meteorological data onto the principal component space, are then cal

culated for each data point. Each data point represents the meteorological conditions 

at a monitoring site during an ozone episode day, so that points experiencing compara

ble meteorological conditions will exhibit similar principal component scores. Through 

the data transformation performed by the PCA technique, the original meteorological 

dataset is then transformed into a dataset whose reduced size and absence of collinearity 

make it much more suitable for clustering. 

2.2.2 Two-stage cluster analysis 

The second step is to delineate the homogeneous meteorological clusters by the two

stage clustering approach based on the principal component scores obtained from the 

first step. First, average linkage, a hierarchical, agglomerative method is used to de

termine the initial number of clusters and the mean scores within each clusters. This 

method produces clusters with the smallest within-cluster variance and the largest 

between-cluster separation. Once the number of clusters and the starting seed values 

(mean scores for each cluster) are determined, a nonhierarchical technique called con-: 

vergent k means is applied to produce the final solution. Upon completion of the second 

step, those spatial and temporal points exhibiting similar meteorological conditions can 

be grouped together for further analysis. 
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2.2.3 Stepwise regression 

The final step is to identify those meteorological variables most infiuencing the ozone 

concentrations within each homogeneous meteorological cluster by developing customized 

stepwise linear regression models of the form 
p 

[Os] =Po+ LPiXi (2.1) 
i=l 

where (Os] represents the maximum daily 1-h ozone measurements, Po is the constant 

value, and Pi's are the coefficients of the independent variables Xi's. The stepwise 

regression procedure is utilized because it identifies, sequentially, the optimum subset 

of independent meteorological variables. The advantage of applying this technique 

is that it produces the ordering of meteorological variables according to their ability 

to account for the variability of ozone. The regression process consists of a series 

of selection procedures, where the meteorological variable that has the largest partial 

correlation coefficient with the ozone concentration is chosen, after allowing for those 

variables previously selected. 

After filtering out the meteorological impacts on ambient ozone concentrations, the 

possibility of summarizing casual relations between ozone and precursors (NOx and 

VOC) through the application of the PCA technique on observed concentration data 

can be significantly increased within each homogeneous meteorological clusters. 

2.3 A testing case: the application of model evaluation 

The evaluation of PAQSMs, such as the Urban Airshed Model (UAM), is conducted 

through comparison of observed data with the model outputs paired in space and time. 

This kind of traditional photochemical model evaluation does not always provide suffi

cient information to decision-makers about the suitability of a model for use in regula

tory applications. Instead, an evaluation method utilizing multivariate techniques could 

illuminate the extent of agreement between model predictions and measurements with 

regard to the dynamic inter-relationships of species. Therefore, a better understanding 

of model's ability to predict physical and chemical relationships among species could 

be achieved by such an evaluation method. 
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Multivariate analysis techniques involving Principal Component analysis (PCA), 

Factor Analysis (FA) and Cluster Analysis will be cross-evaluated with a photochemical 

grid model (UAM IV). These multivariate analysis techniques are used to find inter

relationships between ozone and its precursors (NOx and VOC) for two sets of data, 

model predictions and corresponding measured data. The inter-relationships between 

multivariate variables can be revealed by principal components through the application 

of PCA. Thus, a model evaluation can be conducted by comparing the two principal 

component spaces generated by the model predictions and the observation data respec

tively. Since the two principal component spaces generated from these two populations 

do not always explain the same amount of variance in the original populations, this 

kind of comparison may be problematic. The classification analyses employing meteo

rological data, involving FA and Cluster Analysis, can help to resolve this problem by 

classifying homogeneous meteorological data. Within each homogeneous meteorological 

cluster, the PCA technique is applied to the concentration data of chemical species for . 
model evaluation. 

2.3.1 The data set 

Our data sets are comprised by two types of data including chemical species variables 

(ozone, NOx, VOC) and meteorological variables (wind, mixing height, temperature) 

from 30 air quality stations for two episodes (July 7, 1988 and July 19, 1991) at the 

Philedalphia-NJ modeling domain. The modeling domain of the Philadelphia-New 

Jersey Urban Airshed consists of the whole State of New Jersey, and parts of New 

York, Pennsylvania, Maryland and Delaware. The meteorological data for the 30 air 

quality stations are obtained from interpolation of data at the nearest meteorological 

stations. The geographic locations of the air quality stations and meteorological stations 

are shown in Figure 2.1. Two sets of chemical species data are prepared, which are 

monitoring data and model predictions at 30 air quality stations. Due to the lack of 

monitoring data for NOx and VOC, they are approximated using the following three 

options: (1) model outputs, (2) total emissions within the domain, (3) locally weighted 

emissions around stations. 
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2.3.2 Preliminary Results 

Case 1: Examini?Jg Spatial Variability 

In this case, the observation data for NOx and VOC were approximated by model 

outputs. The comparison between the two principal component spaces would refer to 

examine the spatial consistency of ozone observation data with model predictions of 

NOx and VOC levels. From the results showed in Table 2.1 and 2.2, the first principal 

components from two populations can explain most of the system variability, and the 

angles between them are quite small indicating good agreement between each other. 

Thus, as anticipated, it is shown that UAM indeed retains the consistency of ozone 

observations with predicted NOx and VOC levels. 

Case 2: Examining Temporal Variability 

In this case, observation data for NOx and VOC were approximated by total emissions 

within the domain. Comparison of the two principal component spaces could charac

terize the model's ability to replicate temporal consistency for 30 locations. From the 

analysis outputs, the first principal components from two populations can explain most 

of the system variability. But the good agreements between them only appear in seven 

stations as shown in Table 2.3. Thus, factor analysis is used to explore the significance 

of meteorological factor on the variability of chemical species data. As shown in Ta

ble 2.4, the meteorological variables are highly associated with ozone levels at those 

seven stations. 

Case 3: Examining Spatial and Temporal Variability simultaneously 

In this case, the observation data for NOx and VOC at each station were approxi

mated by locally weighted emissions around stations. Comparison of the two principal 

component spaces could characterize the model's ability to replicate inter-relationships 

present between observed ozone levels and local precursor emissions levels. From the 

results shown in Table 2.5, the first principal components from the two populations 

cannot explain most of the system variability equivalently. Thus, factor analysis is 
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used to investigate the significance of meteorological factors. From the results shown 

in Tables 2.6 and 2. 7, a dominant factor reveals that meteorological variables appear to 

be highly associated with ozone during 11:00 a.m. to 16:00 p.m. for the two episodes. 

Therefore, cluster analysis is used to perform classification for segregating homogeneous 

meteorological clusters. Then, PCA applications are conducted again within each me

teorological cluster. From the results shown in Tables 2.8 and 2.9, the first principal 

components from the two populations can explain most of the system variability within 

the specific cluster of high wind speed and low mixing height. Also, the two first 

principal components show good agreement within the specific cluster. 

2.3.3 Conclusions 

Use of multivariate techniques enables us to evaluate PAQSM's ability to replicate the 

inter-relationship of ozone and its preeursors (NOx and VOC) as this is reflected in the 

measured data. If the purpose of modeling is to predict the relative change between 

species instead of absolute values, this evaluation method can be a useful tool for assess

ing the model's robustness. It has to be noted, however, that this method summarizes 

a nonlinear· process through linear estimates. Since the formation and accumulation 

of ozone in the atmosphere is a highly nonlinear process which incorporates a series of 

complex chemical reactions and meteorological effects, it is not easy to summarize this 

complicated nonlinear system in terms of linear estimates by just using the principal 

component analysis. Therefore, a hybrid analysis integrating various multivariate tech

niques should be used to achieve this goal. From the case study presented, the following 

conclusions can be drawn: 

1. Hybrid multivariate techniques show potential in supporting the evaluation of 

Photochemical Grid Models. 

2. The analysis suggests that observed ozone levels are consistent with UAM model 

predictions of NOx and VOC levels. 

3. A relationship between ozone levels and its precursors (NOx and VOC) is revealed 

by the first principal components at clusters associated with conditions of low 
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mixing height and high wind speed. 

The unusual meteorological condition oflow mixing height and high wind speed revealed 

from the specific cluster deserves further investigation. By checking the geographic 

locations of those stations in the specific cluster, they are all located close to the shore. 

Thus, the uncommon meteorological condition of high wind speed and low mixing height 

present in this cluster might be related to the effect of sea-breeze. 
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Table 2.1: PCA outputs for case 1 (July 7, 1988) 

system first component loadings proportion of angle 
ozone nox voc total variance (degree) 

obs09 -0.609 0.576 0.545 0.986 1.52 
uam09 -0.605 0.596 0.528 0.988 

obs10 -0.602 0.556 0.574 0.991 3.65 
uam10 -0.599 0.601 0.529 0.991 

obsll -0.599 0.548 0.583 0.993 4.95 
uamll -0.597 0.609 0.522 0.992 

obs12 -0.594 0.550 0.587 0.995 5.19 
uam12 ·-0.593 0.613 0.522 0.993 

obs13 -0.602 0.551 0.578 0.991 5.79 
uam13 -0.598 0.622 0.506 0.990 

obs14 -0.647 0.608 0.460 0.937 6.11 
uam14 -0.638 0.673 0.376 0.951 

obs15 -0.720 0.596 0.325 0.912 5.54 
uam15 -0.706 0.708 0.425 0.905 

obs16 -0.700 0.513 0.497 0.923 7.46 
uam16 -0.710 0.699 0.533 0.916 



ELM 

(IPT) 

LNS 

(BGM) 

KUTZ 

READ 

MSV 

{B12) 

POU 
SWF 

18 

Figure 2.1: The geographic locations of the air quality stations (denoted by 4-letters) . 
and the meteorological stations (denoted by 3-letters) in the Philadelphia-NJ Airshed. 
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~able 2.2: PCA outputs for case 1 (July 19, 1991) 

system first component loadings proportion of angle 
ozone nox voc total variance (degree) 

obs09 -0.638 0.627 0.447 0.951 6.03 
uam09 -0.637 0.561 0.529 0.951 
obs10 -0.639 0.631 0.440 0.949 6.98 

uam10 -0.631 0.559 0.538 0.961 
obsll -0.624 0.596 0.506 0.970 4.08 
uamll -0.615 0.553 0.562 0.980 
obs12 -0.617 0.537 0.575 0.978 1.03 
uam12 -0.603 0.547 0.580 0.990 
·obs13 -0.605 0.541 0.584 0.989 1.23 
uam13 -0.595 0.559 0.578 0.995 
obs14 -0.608 0.572 0.550 0.986 0.74 
uam14 -0.598 0.576 0.557 0.994 
obs15 -0.611 0.544 0.575 0.984 3.98 
uam15 -0.599 0.598 0.533 0.992 
obs16 -0.615 0.555 0.559 0.981 • 4.35 
uam16 -0.605 0.612 0.510 0.987 

Table 2.3: PCA outputs for case 2 

station system first component loadings proportion of angle . 
ozone nox voc total variance (degree) 

EAST obs -0.671 0.218 0.708 0.917 8.92 
uam -0.666 0.363 0.652 0.910 

BETH obs -0.655 0.274 0.705 0.930 6.49 
uam -0.669 0.369 0.645 0.902 

CHES obs -0.630 0.375 0.680 0.956 9.73 
uam -0.593 0.525 0.610 0.994 

READ obs -0.676 0.182 0.714 0.913 7.74 
uam -0.669 0.311 0.675 0.912 

MERC obs -0.635 0.458 0.622 0.955 8.30 
uam -0.631 0.568 0.528 0.961 

CAMn obs -0.655 0.310 0.689 0.932 5.34 
uam -0.629 0.397 0.668 0.958 

MCGU obs -0.621 0.384 0.683 0.960 8.48 
uam -0.600 0.513 0.614 0.990 
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Table 2.4: FA outputs for case 2 

station dominant factor loadings 
ozone nox voc wind dfbk* temp 

EAST 0.848 0.448 0.154 0.883 0.624 0.761 
BETH 0.919 0.506 0.221 0.771 0.673 0.813 
CHES 0.837 0.532 0.252 0.726 0.745 0.874 
READ 0.853 0.450 0.285 0.469 0.801 0.876 
MERC 0.942 0.402 0.350 0.624 0.883 0.700 
CAMD 0.861 0.541 0.268 0.821 0.802 0.885 
MCGU 0.894 p.459 0.144 0.901 0.669 0.707 .. 

dfbk: nnxmg he1ght 

Table 2.5: PCA outputs without clustering for case 3 

system principal proportion of cumulative 
component total variance proportion 

July 7, 1988 
obs10 comp. 1 0.8584 0.8584 

comp. 2 0.1416 1.0000 
comp. 3 0 1.0000 

u~10 comp. 1 0.9967 0.9967 
comp. 2 0.0033 1.0000 
comp.? 0 1.0000 

obs15 comp. 1 0.8002 0.8002 
comp. 2 0.1078 0.9080 
comp. 3 0.0920 1.0000 

uam15 comp. 1 0.8922 0.8922 
comp. 2 0.1078 1.0000 
comp. 3 0 1.0000 

July 19, 1991 
obslO comp. 1 0.9465 0.9465 

comp. 2 0.0535 1.0000 
comp. 3 0 1.0000 

uam10 comp. 1 0.7582 0.7582 
comp. 2 0.1955 0.9537 
comp. 3 0.0463 1.0000 

obs15 comp. 1 0.9471 0.9471 
comp. 2 0.0529 1.0000 
comp. 3 0 1.0000 

uam15 comp. 1 0.8831 0.8831 
comp. 2 0.1077 0.9908 
comp. 3 0.0092 1.0000 
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Table 2.6: FA outputs for case 3 (July 7, 1988) 

I factors I var. I 9:oo I 1o:oo I 11:oo I 12:o0 I 13:oo I 14:oo I 15:oo I 16:oo I 
factor! ozone -0.745 -0.617 0.648 0.325 0.407 0.420 0.554 0.663 

nox 0.175 0.293 0 0.338 0 0.168 0.165 0.400 
voc 0.898 0.859 -0.654 -0.368 -0.770 -0.564 -0.558 0 

wind 0.652 0.727 -0.613 -0.854 -0.917 -0.930 -0.874 -0.288 
d.fbk* 0.357 0 0.737 0.806 0.691 0.903 0.898 0.864 
temp -0.259 -0.229 0.991 0.908 0.961 0.898 0.910 0.737 

factor2 ozone -0.179 0.356 -0.223 -0.629 0 0.248 0.338 -0.236 
nox -0.186 0.156 0.506 0.438 0.562 0.428 0.411 0.218 
voc -0.146 -0.223 0.757 0.876 0.434 0.825 0.830 1.000 

wind -0.188 0 0.190 0.359 -0.121 0 0 0.531 
d.fbk* 0.934 0.681 0.203 0 0.460 0.203 0.226 -0.316 
temp 0.619 0.973 0.137 -0.285 0.243 -0.122 -0.127 -0.569 .. · *d.fbk: nuxmg he1ght 

Table 2.7: FA outputs for case 3 (July 19, 1991) 

I factors I var. I 9:oo 1 1o:oo I ll:oo I 12:o0 I 13:oo I 14:oo I 15:oo I t6:oo I 
factor! ozone 0.218 0.189 -0.515 -0.669 -0.504 -0.440 -0.440 -0.532 

nox 0.749 0.763 0 0 0 0 0 0 
voc 1.000 0.998 0.170 0.270 0.202 0.157 0.176 0.134 

wind 0 -0.177 -0.770 -0.761 -0.548 -0.922 -0.893 -0.786 
d.fbk* 0.158 0.529 0.955 0.884 0.957 0.841 0.833 0.861 
temp 0.332 0.425 0.246 0.547 0.723 0.900 0.799 0.738 

factor2 ozone 0.30Q 0.982 0.145 0.104 0 0 0 0 
nox 0 0.100 0.973 1.000 1.000 1.000 0.996 0.997 
voc 0 0 0.753 0.717 0.722 0.712 0.712 0.702 

wind 0.380 0.255 -0.283 -0.191 -0.128 -0.162 -0.137 0 
d.fbk* 0.637 -0.436 0.295 0.319 0.289 0.246 0.217 0.193 
temp -0.670 -0.147 0.242 0.195 0 0 0.200 0.129 .. *d.fbk: mmng he~ght 
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Table 2.8: PCA outputs with clustering for case 3 (July 7, 1988) 

system first component loadings proportion of angle 
ozone nox voc total variance (degree) 

obsll -0.600 0.597 0.532 0.991 1.75 
uam11 -0.584 0.590 0.557 0.998 
obs12 -0.612 0.612 0.501 0.981 4.48 
uam12 -0.579 0.586 0.567 0.997 
obs13 -0.634 0.483 0.604 0.957 7.61 
uam13 -0.590 0.624 0.513 0.993 

obs14 -0.647 0.653 0.394 0.940 9.37 
uam14 -0.585 0.607 0.538 0.997 
obs15 -0.630 0.663 0.404 0.959 3.74 
uam15 -0.603 0.650 0.462 0.981 

Table 2.9: PCA outputs with clustering for case 3 (July 19, 1991) 

system first component loadings proportion of angle 
ozone nox voc total variance (degree) 

obsll -0.585 0.603 0.542 0.997 1.09 
uamll -0.590 0.612 0.526 0.995 
obs12 -0.617 0.585 0.526 0.978 7.46 
uam12 -0.594 0.505 0.626 0.991 

obs13 -0.632 0.564 0.532 0.959 5.67 
uam13 -0.587 0.529 0.613 0.996 
obs14 -0.634 0.487 0.600 0.956 5.97 
uam14 -0.583 0.574 0.574 0.998 

obs15 -0.641 0.354 0.681 0.947 15.25 
uam15 -0.589 0.584 0.559 0.998 

obs16 -0.634 0.407 0.658 0.956 13.51 
uam16 -0.588 0.604 0.538 0.997 
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Chapter 3 

The Application of a Semi-Empirical Approach: 

AIRTRAK Model 

3.1 Background . 

Grid-based photochemical air quality simulation models (PAQSMs) have been recog

nized as the best available tools for development of ozone control strategies. However, 

the effort needed to obtain suitable data and properly apply PAQSMs can be substan

tial, and the costs of applying these models can be high. Furthermore, the accuracy of 

the application of PAQSMs may be significantly limited due to. limitation in input data. 

It is therefore needed to supplement PAQSMS using approaches that are independent of 

PAQSMs in analyzing air quality problems and in developing control strategies. Recent 

studies suggest that analyses of ambient data on the extent of atmospheric chemical 

reactions may offer a means of qualitatively assessing the sensitivity of ambient ozone 

to reductions in emissions of volatile organic compounds (VOC) and nitrogen oxides 

(NOx) (31, 10, 15, 16]. In particular, a semi-empirical model developed by Graham 

Johnson and his coworkers, which is called the AIRTRAK model, relates NOx emis

sions to smog formation using observed 0 3 , NO, and N011 ( NOx +gas-phase oxidation 

products ofNOx) concentrations. So, the effectiveness ofVOC and NOx emission con

trols in reducing ozone can be evaluated approximately by applying the AIRTRAK 

model. A detailed description of the development and limitations of the AIRTRAK 

model appears in Appendix B. 
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3.2 Methodology 

The AIRTRAK mpdel is based on the "smog-production" (SP) algorithm defined by 

Johnson (43, 44} through the following formula: 

(SP)t = (03)t- (03)o + (NO)o- (NO)t (3.1) 

where (SP)tt (03)t, and (NO)t denote concentrations at timet; and (03)0 and (N0)0 

represent the initial concentrations, respectively. From the above definition of "Smog 

Produced" concentration, SP is implicitly expressed in terms of nitric oxide oxida

tion, which drives the photochemical process for ozone accumulation. Based on a 

series of smog-chamber runs, Johnson reported that SP displays a linear relationship 

to cumulative-incident light flux under the light-limited regime where both VOC and 

NOx are available for oxidant formation, and then reaches its maximum value, which 

is proportional to the initial concentration of NOx, in the NOx-limited regime where· 

NOx has been depleted. These linear relationships can be described by the following 

two formulas: (a) in the light-limited regime, 

(SP)t = R lot ktf>(N02)ea(l/T-1/316) . dt (3.2) 

where R is the reactivity-adjusted VOC concentration; a is a parameter; and T is 

temperature in K, (b) in the NOx-limited regime, 

(SP)max = ,B(NOx)o (3.3) 

where ,8 is the NOx stoichiometric coefficient for maximum SP formation. 

Johnson and Azzi (1992) also suggested that the smog production equation could 

be expressed in terms of instantaneous ozone and NOy concentrations alone, which 

would allow the AIRTRAK model to be applied to ambient monitoring data. The 

other assumption used by Johnson for the application of the AIRTRAK model was 

that the amount ofN071 lost from gas phase, [PN071], is proportional to the SP for the 

light-limited regime 

[PNOyJ = P[SP] (3.4) 



25 

where P is proportionality constant. Also, in the ambient atmosphere a portion of NO:x: 

emissions is in the form of N02. 

Considering these factors, Johnson and Azzi (1992) derived the following two equa

tions for [SP] during the light and NO:x:-limited regimes, [SP]LR and [SP]NR, to permit 

application of the SP algorithms to ambient data: 

[SP] = [Os] - [NO] + F[NOy] 
LR 1-FP (3.5) 

[SP]NR = [SP]max = ,B[Os] 
,8-F 

(3.6) 

where F is the fraction of NO:x: emitted as NO. In order to facilitate the assessment of 

relationships between ozone and precursors (NO:x: and VOC), the extent of reaction (E) 

was defined by Johnson as: 

E:x:tent(t) = SP(t)/SPmax (3.7) 

E:x:tent(E) reaches a maximum value of unity when [NO:x:] approaches zero, thus de

noting a condition of NO:x: limitation. By calculating the extent parameter(E), the 

control preference can be determined. When the extent value(E) is less than one, the 

air parcel is.in the light-limited regime and VOC control is preferred for reducing the 

peak ozone concentration. When the extent value(E) reaches one, the air parcel is 

in the NO:x:-limited regime and NO:x: control is preferred for reducing the peak ozone 

concentration. 

3.3 A testing case: Corroborating analyses of ozone control strategies 

The objective of this case study is to estimate the relative effectiveness of control

ling VOC or NO:x: emissions in reducing ground-level ozone through the application of 

PAQSMs (UAM), and then cross-evaluate the results from PAQSMs and the assessment 

from AIRTRA.K model. The UAM application domain covers an area of 210x275 km 

with a grid resolution of 5 km2 and the ozone episode days considered here were July 

6-8, 1988. This episode was characterized by high ozone levels in the entire northeast- · 

ern part of the United States, and the observed ozone maximum within the domain 

was 210 ppb on July 7 at Philadelphia and Chester, Pennsylvania. The application 
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of the AIRTRAK model is through the implementation of the Mapper program [25]. 

The input data files for this program include an air quality datafile and a geometric 

information file for the monitoring stations. The air quality file contains the 0 3 , NO 

and NOy concentrations measured at the monitoring stations. 

3.3.1 The data set 

The first step is to perform base case UAM simulations for the Philadelphia/New Jer

sey modeling domain. From performance evaluation of different base cases [2, 53], a 

combination of wind fields from the Diagnostic Wind Model [1] and spatially varying 

mixing heights from the MIXEMUP [51] algorithms was chosen for use here. Since the 

maximum ozone concentration during this episode was observed at July 7, the further 

analyses of sensitivity tests are focused on July 7, 1988. From the base case simu

lation output for July 7, the ozone plumes appeared to be located around the areas 

northwest of Philadelphia and north of New York city. In order to analyze the effects 

of precursors (NOx and VOC) on the two major ozone plumes, the whole modeling 

domain was divided into four sub-domains. Further analyses focused on sub-domains 

2 and 3 where the two major ozone plumes were located. Then, a matrix set of U AM 

simulations, corresponding to varying levels of across-the-board reductions in NOX and 

VOC emissions, was performed to test the sensitivity of ozone levels to precursors' 

levels. Finally, the AIRTRAK model calculations were performed using measured 03, 

NO and NOy concentrations at six air quality stations located within sub-domain2 and 

sub-domain3. Since there are no NOy measurement data available at the monitoring 

stations, we used the output from UAM simulations to represent the measured NO and 

NOy concentrations at the monitoring stations. Thus, we can test the consistency of 

control preferences for the AIRTRAK model and UAM. 

The geographical information of the six stations considered is presented in Table 3.1. 
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Table 3.1: The geographic information of the 6 monitoring stations. 

State sitename abbreviation latitude longitude 
PA Philadelphia phil 75.2403 40.0494 
NJ Camden cam2 75.0969 39.9228 
NJ Gloucester glpu 75.2180 39.7989 
NY New York City nyc2 73.9861 40.7389 
NY NYC( Queen) quee 73.8169 40.7353 
NY White Plains whit 73.7642 41.0517 

3.3.2 Preliminary Results 

The U AM simulation results 

The area of sub-domain2 covers the north of New York metropolitan area and North

ern New Jersey. As shown in Figure 3.1, it is seen that NOx control appears counter

productive in reducing peak ozone concentrations at this sub-domain, while VOC con

trol tends to uniformly decrease peak ozone concentrations. Comparison of maximum 

ozone predictions indicate that at 25% and 50% VOC reductions, decreasing NOx in 

this sub-domain has adverse effects on peak ozone concentrations. 

The area of sub-domain3 covers most of southestern Pennsylvania and parts of 

Maryland and Delaware. As shown in Figure 3.1, it is seen that both NOx and VOC 

controls are beneficial to reduce the peak ozone concentrations in this sub-domain. 

Therefore, it can be concluded that within the whole domain VOC control is more 

efficient in lowering peak ozone concentrations. 

The AIRTRAK model calculations 

From the results shown in Figure S.2, the extent values exhibited by air quality stations 

are significantly different between sub-domain2 and sub-domainS during the time period 

of occurring peak ozone concentrations. For the three stations (NYC2, QUEE, WIDT) 

located in sub-domain2, the extent values are significantly less than one, indicating 

VOC control is effective. For the three stations (PHIL, CAM2, GLOU) located in 

sub-domainS, the extent values are about 0.9 to 0.95, indicating both VOC and NOx 

controls are effective . Thus, the results from this semi-empirical approach corroborate 
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the application of PAQSMs (UAM). 

3.3.3 Conclusions 

Upon completion of this case study, the following conclusions can be stated. 

1. The UAM and AIRTRAK model are in agreement in that reductions in VOC 

levels are more efficient in lowering the calculated peak ozone concentrations. 

2. The assessment from the AIRTRAK model can corroborate the control strategies 

developed from PAQSMs (UAM), and justify the rationale of control strategies 

in terms of the extent of photochemical reactions occurring in the atmosphere .. 

For instance, from U AM matrix simulations on sub-domain2 it was suggested 

that NOx control is counter-productive in reducing peak ozone concentrations. 

According to the assessment from the AIRTRAK model, the extent values in sub

domain2 are significantly less than one, indicating there are significant amounts 

of NOx present in the environment. Therefore, peroxy radicals are consumed 

by NOx species, thus blocking the photochemical process. Once NOx is reduced, 

peroxy radicals would have a better chance to promote the photochemical process. 

That is why NOx control is counter-productive in this case. 

3. The results presented here are only valid for this particular domain and combina

tion of meteorological inputs and emission inventories; the trends might change 

for different scenarios. 

3.4 The connection between observational and mechanistic approaches: 

the GRS mechanism 

Since observation-based approaches cannot fully re~olve the dynamics and interactions 

of processes taking place in photochemical systems, mechanistic approaches based on 

PAQSMs have to be utilized for the development of ozone control strategies. Prob

lems associated with the application of PAQSMs are the substantial efforts and time 

for applying them. Since atmospheric chemistry mechanisms are the most computa

tionally intensive components of PAQSMs, efforts have focused recently on developing 
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"fast", "ultrafast" and "engineering" versions of PAQSMs by substantially condensing 

atmospheric chemistry into very compact sets of reaction mechanisms (54, 29] through 

empiric~ fitting the mechanisms to data from various chamber experiments. 

Along with the development of the AIRTRAK model, the Generic Reaction Set 

(GRSJ mechanism was also developed to meet the above objectives. The GRS mecha

nism, consisting of seven reactions among seven species, is deduced from a systematic 

analysis of the chemical reactions that are conventionally accepted as producing pho

tochemical oxidants. It consists of the following reactions: 

ROC+ hv ~ RP +ROC (3.8) 

RP+NO-+ N02 (3.9) 

N02 + hv ~ NO + Oa (3.10) 

NO+Oa-+ N02 (3.11) 

RP+RP-+RP (3.12) 

RP+N02-+ SGN (3.13) 

RP + N02 -+ SNGN (3.14) 

where ROC are the reactive organic compounds, RP is the radical pool, SGN is the 

stable gaseous nitrogen product and SNGN is the stable non-gaseous nitrogen product. 

The general Reactive Organic Compound species, called ROC here, is introduced to 

represent a single hydrocarbon and its organic reaction products, or a complex mixture 

of hydrocarbons and their organic reaction products. In fact, the above concise set of 

chemical reactions represents the process of ROC oxidation and NOx chemistry coupled 

with the free radical cycle. The first reaction of the GRS represents the initiation step 

which is driven by the photolysis process. Radicals produced from this reaction are 

not distinguished in GRS. They are designated by RP, where RP = Radical Pool. The 

second to fifth reactions of GRS illustrate the propagation steps in the free radical cycle. 

When the species represented by RP is H02 or another peroxy radical, the reaction 

RP + NO is fast and is a major process for oxidation of NO, producing N02 (second 
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reaction). N02 is then available to be photolysed to produce 0 3 {third reaction). 

When the NOx level become lower, RP would more likely react with N02 to produce 

stable nitrogenous compounds, which can be gas phase or non-gas phase species. The 

reactions are included in the sixth and seventh reactions of GRS which can be viewed 

as the termination steps. 

The GRS mechanism has the advantages of (a) quick computer execution and (b) 

the principal rate coefficient can be measured in real time by the AIRTRAK moni

toring system [35], thus providing a route to resolve the largest-computational burden 

of PAQSMs by incorporating the observational AIRTRAK approach. However, it is 

needed to carefully examine the adequacy of the G RS mechanism to represent complex 

atmospheric chemistry by only seven reactions, since its development is based on limited 

chamber experiments. Formal mathematical methods of system (or model) reduction 

are proposed in the next chapter as tools to evaluate the adequacy of semi-empirical 

lumped mechanisms, such as the GRS mechanism, in representing complicated pho

tochemical processes in PAQSMs. Furthermore, these formal mathematical methods 

will be used to characterize, and, if possible, reduce, uncertainties associated with more 

detailed sen;ti-empirical lumped mechanisms, such as CB-IV and SAPRC, which are 

incorporated into existing PAQSMs. 



(a) 

(b) 

Figure 3.1: Daily maximum ozone concentration from Matrix set of UAM simulations 

on July 7, 1988 at (a) sub-domain2 (b) sub-domain3 
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Figure 3.2: Diurnal pattern of the extent values for 6 air quality stations located at 
sub-domain2 and 3: NYC2, QUEE, and WffiT in sub-domain2; PinL, CAM2, and 
GLOU in sub-domain3 
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Chapter 4 

Formal Development of Condensed Chemical Mechanisms 

4.1 Background 

Gas phase reaction mechanisms for the atmospheric organicfNOz/03 system have 

reached an advanced state of development. Available comprehensive chemical mecha

nisms can be classified as Explicit (or Detailed) and as Reduced (or Lumped). Explicit 

mechanisms aim to account for the detailed chemistry of all species and intermediates 

involved in the atmospheric pollution system under consideration. Typically, they in

volve a few hundred reaction steps and are too long to be inc9rporated in atmospheric 

models intended for routine use. For this reason, reduced or lumped mechanisms, gen

erally involving fewer than about 100 reactions, have been developed as systematic 

approximations of the detailed chemistry that is described by the explicit mechanisms. 

In some cases a combination of an explicit mechanism with a "reduced part" for some 

reactions is used. Various methodologies have been used in the development of reduced 

mechanisms. Commonly, the inorganic chemistry is retained in the form of explicit re

actions because of the small number of inorganic species and reactions. The chemistry 

of organics is simplified by "lumping" together a number of reactions and/ or chemi

cal species. This mechanism reduction has been pursued in the air quality modeling 

field through semi-empirical ("diagnostic") approaches that define a number of "species 

substitutions" for the full set of organics of concern, and determine phenomenological 

rate constants for the reduced set through fitting of calculations performed with the . 

lumped mechanism to match observations from smog-chamber experiments. Two major 

approaches for performing this lumping can be identified: 
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• "Lumped Molecule": The organics are grouped together in classes according to 

their chemical character (i.e., as alkanes, olefins, aromatics, aldehydes, etc.). 

Then, either' a generalized ("hypothetical") species or a surrogate ("actual") 

species is used to represent the chemistry of each lumped class. Examples de

tived through this approach are the RADM [50] and SAPRC [14] mechanisms. 

• "Lumped Structure": The organics are grouped not according to classical types 

of compounds as in the lumped molecule method but according to structure and 

reactivity characteristics. For example, carbon atoms may be grouped, based on 

their bonding, as single-bonded, fast doubly bonded, slow doubly bonded, and 

carbonyl atoms. The Carbon Bond mechanisms [27] are the primary example of 

this approach to lumping. 

The detailed descriptions of above two "diagnostic " lumping approaches are in Ap

pendix C. 

Although the chemical mechanisms derived from the above two approaches are al

ready simplified representations of actual atmospheric chemical processes, they still con

tain large numbers of species and reactions. Thus, a very concise set of semi-empirical 

mechanism (the GRS mechanism), described at the end of previous chap_ter, has been 

developed to resolve the computational burden of above lengthy lumped mechanisms. 

A problem associated with these semi-empirical ("diagnostic") lumping approaches, 

which attempt to maintain a balance between chemical detail and mechanism length, is 

the inaccuracy arising from optimizating the lumped mechanism to fit a specific species 

concentration profile. For example, if a mechanism has been optimized specifically to 

predict ozone concentrations, its ability to accurately predict profiles of other species 

might have been compromised. A general alternative to diagnostic lumping approaches 

is offered by formal mathematical methodologies of system (or model) reduction, that 

aim to derive lower dimensional formulations that match the response of the original 

model (see, e.g. [48]). In general, such methods can be classified into: (i) "aggregation 



35 

or lumping" 1 methods, which are based on the aggregation of state variables of the orig

inal system, (ii) "domain separation" methods (the most important being the singular 

perturbation method), which, for a kinetic system that evolves in time, consider tem

poral domains and are based upon splitting the system into "fast" and "slow" modes, 

(iii) "partial realization" methods, which are based upon matching certain moments 

of the original and reduced systems, and (iv) "fitting" or "optimum approximation 

or response" methods, which are based upon minimizing the difference between the 

responses of the original system and an appropriately selected reduced representation 

such as a smaller system of differential equations or a multivariate surface provided by 

an algebraic expression. In principle the selection of a chemical mechanism reduction 

method should be based on three criteria: (a) the reduced model must satisfy mass 

conservation, (b) the steady state response of the reduced model should be identical 

to that of the original model, and (c) it should be possible to mathematically relate 

the reduced model parameters to those of the original model. Formal methods that 

actually satisfy all the above criteria are the mathematical kinetic lumping and domain 

separation methods. 

Thus, it_ is proposed to use the mathematical kinetic lumping method as a tool 

to evaluate the adequacy of the GRS mechanism as a reasonable approximation of 

complex atmospheric chemistry. The evaluation will be conducted through lumping 

the more detailed lumped mechanism such as CB-IV into the same compact size of 

highly condensed mechanism as the GRS by using the mathematical kinetic lumping 

method. This kind of lumping analysis can provide insights about the limitations 

associated with mathematically lumping complex atmospheric chemistry into only seven 

reactions. Then, the mathematical kinetic lumping method will be used to characterize, 

and, if possible, reduce uncertainties associated with other more detailed semi-empirical 

lumped mechanisms such as CB-IV and SAPRC, which are currently incorporated into 

regulatory PAQSMs. 

1The term "aggregation" is used mostly in the electrical engineering literature whereas lumping 
is used more extensively in chemical and combustion engineering applications; here we use the term 
lumping specifically for chemical reaction systems: this implies certain general constraints, such as mass 
conservation. 
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4.2 Methodology: The Formal Kinetic Lumping Approach 

The general aggregation or lumping method for model reduction was formalized by 

Aoki [3] in the late 1960's (it has been shown [32) that several earlier model reduction 

methods [24, 46, 47) are special cases ofiumping). In the late 1960's Wei and Kuo [34, 

37) also developed the basic theory for chemical kinetic lumping for a relatively simple 

n component, reversible first-order (linear) reaction system; Li and Rabitz (38, 39) 

have since extended the theory to non-linear reaction systems while other research has 

focused on the lumping of continuous reaction mixtures [4, 5, 8, 17]. This research 

of developing condensed chemical mechanisms focused on the application of the linear 

kinetic lumping approach. The linear kinetic lumping approach is based on a formal 

mathematical analysis of the entire reaction system, to obtain lumped species that can 

assimilate the predictions of the explicit species. This approach has the potential to 

reveai similarities in chemical species that may not be apparent in a analysis solely 

based on considerations of chemical attributes, and can be used to apply similar weight 

factors on similar species. A brief description of the theoretical basis of linear ~etic 

lumping is given below. 

Let the kinetics of an n-component reaction system be described by 

dy 
dt = f(y), (4.1) 

where y is an n-dimensional composition vector, and f(y) is an n-dimensional vector 

function that describes the reaction system. In linear kinetic lumping, an n-dimensional 

lumped composition vector y corresponding to y is obtained by 

y=My (4.2) 

where M is a constant, n x n dimensional lumping matriX. 

The n-dimensional system is considered to be exactly lumpable if there exists a 

vector function f(y) such that 

dy = f(y). 
dt 

Li and Rabitz [38] proved that an exactly lumped kinetic system is 

f(y) = Mf(My), 

(4.3J 

(4.4) 
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where M is a generalized inverse of M. The matrix M is defined by 

MM=In, (4.5) 

where In is the n-dimensional identity matrix. Furthermore, Li and Rabitz [38] showed 

that when the lumping is exact, the subspace spanned by the rows of M must be JT (y) 

invariant, where JT(y) is the transpose at Jacobian off(y). A method of determining 

M was described based on expanding JT (y) according to 

m 

JT(y) = L ak(y)Ak, (4.6) 
k=l 

where constant matrices Ak·are viewed as a set of basis matrices of JT(y), and finding 

the n-dimensional subspace that is simultaneously invariant with respect to all Ak. It · 

was also shown that although M is not unique, a unique lumped system is obtained 

using any M, provided the lumping is exact. 

In practice, the lumped model is usually required to satisfy some restrictions. For 

example, it may be required to keep the chemical species of interest unlumped. To 

accommodate such restrictions, constrained lumping methods have been developed [39, 

41]. The lumping is constrained by a priori specification of a part of the lumping 

matrix. In constrained lumping, the lumping matrix M is represented as 

M=(::)• (4.7) 

where MG is given, and Mo is to be determined. Under these constraints, exact lump

ing schemes may not exist. Therefore, methods for the determination of constrained 

approximate lumping schemes is necessary. 

In approximate lumping, the rows of the M matrix are not invariant with respect 

to JT(y). Li and Rabitz [39] developed a method of determining a globally optimal 

M for approximate lumping, such that the space spanned by the rows of M is "most 

nearly" JT (y) invariant for all y, and showed that the optimal choice of M for an 

orthonormal lumping matrix M, is simply MT. More recently, Li and Rabitz [41, 40] 

have proposed a more straightforward method for approximate lumping, the Direct 

Constrained Approximate Lumping (DCAL) method. The DCAL method is founded 
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on determining basis matrices (Ak's in Equation 4.6) for JT(y) numerically, by using 

values of y in a region of n-dimensional composition space that is of interest. It was 

shown that M can be determined from 

where, X is "most nearly" orthogonal to 

Z= 

Me 

MeAf 

Me 

MeA;;: 

Me{A;;:)"m-1 

{4.8) 

(4.9) 

where Sk is the rank of Ak or set to n, and can be determined by the following proce

dure [9, 39]: 

• transform Me(Af)i to an orthonormal matrix Q(G)t using Gram-Schmidt or

thogonalization, 

• construct a symmetric matrix Y = L:/:'=1 L:i!01 Q( G)tQ( G)ki, 

• determine the eigenvalues and eigenvectors of Y. 

The eigenvectors corresponding to the smallest n - n eigenvalues of Y comprise 

the X matrix, and the eigenvectors corresponding to the largest n eigenvalues of Y 

comprise the rows of M. To force Me to correspond to the eigenvectors of Y with the 

largest eigenvalues, Me in Z are multiplied by a large constant [41]. This ensures that 

the unlumped species specified by Me are part of the lumped system. 

Once the eigenvalues and eigenvectors of the Y matrix have been determined, it is 

relatively straightforward to determine the M required to derive a lumped system of 
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arbitrary dimension n< n. When the basis matrices A~.: of JT(y) are used, the resultant 

M is globally optimal. In practice, it is often desired to apply the lumped model to 

only a.limited region of the composition space. In this case, A1.: 's can be replaced by 

JT(y~,:)'s calculated at some composition points Yl.: (k= 1, 2, 3, .. ·) in the considered 

reginie. 

4.3 A test case: the application to alkane photochemistry 

4.3.1 The data set 

An application of the DCAL method for reducing chemical kinetic mechanisms is per

formed based on a "model" explicit mechanism, which contains 68 reactions involving 

52 species. This "model" explicit mechanism considers detailed alkane photochemistry 

and inorganic chemistry in the troposphere. The lumping process is restricted to 30 

non-methane alkane species shown in Table 4.3, while the 21 inorganic species and 

methane shown in Table 4.2 are constrained to remain as individual species. The ef

fects of temporal variation in temperature and light intensity on the rate constants of 

this reaction mechanism are also considered in this study. Depending on the nature of 

temperature dependence, rate constants can be specified as different functions of tem

perature. In this "model" explicit mechanism, three different groups of functions are 

employed for the rate constants. The first group of functions is following the Arrhenius 

formula to specify temperature dependence for the rate constants of inorganic reactions 

(except photolysis reactions). The rate constants of photolysis reactions are influenced 

by light intensity and are specified by the second group of functions obtained via a 

spline interpolation technique, which can generate the fitted curves from values of the 

photolysis rate constants at different observation times. The third group of functions is 

used to specify temperature effects on rate constants for alkane reactions. Since there 

are no Arrhenius kinetic data available for every single non-methane alkane species, we 

also use the spline interpolation technique to obtain explicit functions by interpolat~g 

measurement data of rate constants at different temperatures from literature. There

fore, a total of 68 functions were developed along with this "model" explicit mechanism 
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to account for the temperature and light intensity effects on the 68 rate constants in 

this reaction mechanism. 

T.hese 68 rate constants are all functions of temperature or time. Thus, once the 

temperature profile is specified as a function of time, the dependent variable of these 

68 functions is just time. Therefore, the rate constants can be updated at each time 

step during the integration process for solving the differential equations for chemical 

kinetics. 

The performance of the DCAL derived mechanisms are evaluated by simulating a 

24-hour smog-chamber experiment using this mechanism, and comparing the results 

with simulations of the same experiment using the "model" explicit mechanism, as well 

as the corresponding CB4 mechanism. Initial spe~ies concentrations for the simulated 

smog chamber experiments are given in Table 4.4 and are typical of polluted urban air 

for the species included in the explicit mechanism [49]. Simulations with the "model" 

explicit, DCAL-derived, and CB4 mechanisms were performed using a box model [52] 

with the LSODE [33] routine to solve the stiff chemical kinetic system. In order to 

obtain the lumping matrix M for deriving the lumped mechanisms, the simulation 

with the "~odel" explicit mechanism should be performed first to evaluate the Jacobian 

matrices of kinetic equations at different times. For this "model" explicit mechanism, 

52 differential equations are generated to describe the kinetic behavior of 52 explicit 

chemical species. The evaluations of 52 x 52 Jacobian matrices are recorded at 13 

equally-spaced time points of the simulation to serve as the basis matrices for finding 

the simultaneous "mostly invariant" subspace as the lumping matrix. Since 22 species 

including 21 inorganic species and methane are kept unlumped, MG is a 22 x 52 

matrix, the first 22 columns of which are comprised of orthogonal unit vectors, and the 

rest of the columns are null vectors. With the information for the 13 basis matrices 

and MG, we can calculate the symmetric matrix Y from equation (9), by setting all 

Sic = n. When the eigenvectors of the symmetric matrix Y are arranged according to the 

nonincreasing order of the magnitudes of their eigenvalues, the first n eigenvectors are . 

the best constrained lumping matrix MT with dimension n. Therefore, the eigenvector 

matrix of Y supplies all the best lumping matrices with different n. The eigenvalues 
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can be used as a relative measure of the error of the liunping matrices. If we choose 

the first n eigenvectors to be the lumping matrix, the sum of the eigenvalues for other 

eigenvectors is the relative measure of its error. Therefore, when the dimension of the 

lumping matrix becomes higher, the error becomes smaller. When the eigenvalues of 

other eigenvectors are all zero, the lumping matrix is exact. Mter determining the 

lumping matrix M the n dimensional lumped system can be constructed by applying 

equation ( 4) in the above section. By setting the n dimensional lumped composition 

vector y as the dependent variables, the original n dimensional composition vector y 

can be expressed as a linear combinations of n components of the vector y through 

the transformation of M y. Thus, the n dimensional vector function f(My) has only n 
dependent variables. Therefore, then dimensional vector function f(y) which describes 

the chemical kinetics of the lumped system, can be obtained by M f(My ). The matrix 

manii>ulations required to obtain the DCAL derived mechanism were performed using 

a combination of FORTRAN code and MAPLE [45]. The evaluation is conducted by 

comparing the ozone, NO, and N02 profiles predicted by this mechanism with those 

predicted by the "model" explicit mechanism and the corresponding CB4 mechanism. 

4.3.2 Results and Discussions 

According to the magnitudes of the eigenvalues, the first 25 columns of the eigenvector 

matrix of Y can compose an "almost exact" lumping matrix, since the first 25 eigen

vectors have eigenvalues larger than 0.1 and the rest of 27 eigenvectors correspond to 

eigenvalues smaller than 1.0 x 10-4 • Therefore, the lumping matrix is obtained by tak

ing the transpose of the first 25 columns of the resultant eigenvector matrix of Y. Since 

22 species have been kept unlumped, this indicates that three DCAL mechanisms can 

be formulated with one, two, or three lumped species. Through the transformation of 

the lumping matrix, the 30 non-methane alkane species can be lumped into one, two, or 

three lumped species. The concentration-time profiles for ozone, NO, and N02 obtained 

from the simulated smog chamber experiments with the "model" explicit mechanism, 

three DCAL mechanisms and the CB4 mechanism are shown in Figures 4.2, 4.3, and 4.4. 

All three DCAL mechanisms show significantly better agreement with the predictions 



42 

of the full model, than does the CB4 mechanism. The DCAL mechanism with three 

lumped species appears to produce exact predictions almost identical to that of the full 

model. We have also examined the agreement of predicting the rest of the inorganic 

species among the "model" explicit mechanism, three DCAL mechanisms and the CB4 

mechanism. Similar conclusions can be drawn as above. As a demonstration example, 

the concentration-time profiles for OH, H02 , and H20 2 are shown in Figures 4.5, 4.6, 

and 4.7. 

It should be noticed that two different lumping matrices were generated by using 

two different "standard" available software programs (e.g. IMSL routine EIGRS and 

NETLID routine DSYEV) for finding eigenvalues and eigenvectors of the same symmet

ric matrix Y. The two different lumped systems constructed from these two different · 

lumping matrices have the same concentration-time profiles for all the species. This 

indicates that the two subspaces spanned by the rows of these two lumping matrices 

might be overlapping. One way to check this point here is to determine the degree of 

coincidence between two subspaces. We use de to represent a quantitative description 

of the degree of coincidence between two subspaces. According to this geometric con

cept, when one of the two subspaces is inside the other one, the basis vectors of one 

subspace are linear combinations of those in the other subspace. In this case, de is 

unity. When the two subspaces are orthogonal to each other, de is equal to zero. In 

other cases, 0 < de < 1. Let then x r and n x r' matrices P(r) and P(r') beth~ 

matrix representations of the two subspaces with r' ~ r. The degree of coincidence de 

of the two subspaces is defined as follows to satisfy the above requirements: 

(4.10) 

We calculated the de between the two different lumping matrices in this study, and it 

is equal to 0.999. Thus, the two subspaces spanned by these two lumping matrices are 

almost overlapping each other. Therefore, the two different lumped systems hav~ the 

same responses as the full model. 
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Testing for various initial conditions 

The above results were obtained from simulating only one set of initial conditions for 

chemical species concentrations. In order to test the robustness of the lumped model, 

various sets of initial conditions were also simulated for the comparison of responses 

between the lumped model and the full model. The initial conditions of four chemical 

species, which are N2 , 0 2 , H20, and C~, were kept the same as the typical urban 

air concentrations among various sets of initial conditions, since the concentrations of 

these four species are much higher than of other species and thus could be treated as 

constants. The other species initial concentrations were taken from random samples in 

the range between each species possible minimum and maximum values. One thousand 

simulations were performed by taking one thousand random samples of initial conditions 

to study the agreement between the lumped model and the full model against different 

initial conditions. For each of these one thousand simulations, the ranges of the absolute 

errors and relative errors for the responses (e.g. ozone con~entrations) between the 

lumped model and the full model were also calculated. Based on the information of the 

absolute and relative error ranges from these simulations, the maximum and minimum 

values of the absolute and relative errors were determined as indicators of the robustness 

of the lumped model. It was found that the range of the absolute error for predicted 

· ozone concentrations between two models ranges from -0.6ppb to 0.1 ppb, and the range 

of the relative error is from 0% to 0.6%. 

Thus, it appears that the lumped model constructed from the set of typical urban 

air initial conditions is fairly robust with respect to variation in initial conditions. Typ

ically, the most robust lumped model should be constructed based on the consideration 

of the whole composition regime of the initial species concentrations. The reason for 

making this lumped model so robust is that the lumping matrix is constructed based on 

a simulation scenario where the composition regime is covered properly by the chosen 

points, in which the Jacobian matrices are serving as the basis matrices. It may not 

be the case that the robust model can be constructed based on only one set of initial 

conditions when more complicated reaction system by including other organic groups 
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such as alkenes, aromatics, and carbonyls are considered. 

Testing for computational efficiency 

Besides the consideration of accuracy, the other major concern of the lumped mecha

nisms' is the computational efficiency associated with them. In order to test the com

putational efficiency of the DCAL-derived lumped mechanisms, the CPU times for per

forming one hundred simulations of various initial conditions on SUN SPARC ULTRA-1 

workstation are recorded for CB4 mechanism, three DCAL mechanisms associated with 

one, two, and three lumped species, as well as the full mechanism. From the results 

shown in the following table, CB4 mechanism and all three DCAL mechanisms have 

the similar effects on reducing the CPU time of the full mechanism, which are all about 

50 percent reduction. Thus, it can be noted that the DCAL-derived mechanisms have 

the comparative computational efficiency with CB4 mechanism. 

Table 4.1: CPU times for different mechanisnis 

Mechanism Full model DCAL(3lumps) 
CPU time( sec.) 246.4 130.5 
DCAL(2lumps) DCAL(1lump) CB4 

122.7 117.5 ' 125.6 

4.3.3 Conclusions 

In the above application, we have shown the feasibility of applying a formal mathemat

ical lumping methodology to the complex kinetics of photochemical reaction systems. 

Although simplifications were introduced to reduce the number of reactions in the ex

plicit mechanism for this demonstration, the remaining reactions are still highly nonlin

ear and stiff. This photochemical reaction system, which includes 52 explicit chemical 

species and 68 reactions for describing alkane photochemistry, accounts for the vari

ation of temperature and photolysis rates through a typical ozone episode day. 30 

explicit non-methane alkane species were successfully lumped into three lumped species 

by the DCAL method. The ozone, NO and N02 concentration-profiles, predicted by 

the DCAL lumped mechanism with three lumped species, are almost exactly matching 
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those profiles predicted by the explicit mechanism. The· same agreement is also present 

in the prediction of the rest of the inorganic species between the DCAL lumped mech

anism with three lumped species and the explicit mechanism. For the consideration of 

computational efficiency, it is demonstrated in above application that all three DCAL 

lumped mechanisms can perform the sensitivity assessments at the similar extent of 

computational efficiency with CB4 mechanism. 

Therefore, the DCAL method can potentially be used to derive a theoretically op

timal lumped mechanism, which can be used to determine achievable error bounds for 

other lumped mechanisms. Insights obtained by applying this method can also be used 

to improve the lumping strategies employed in existing photochemical mechanisms. 

Further work on the application of the DCAL method is expected to include other 

organic groups such as alkenes, aromatics and carbonyls into the photochemical reac

tion system, and to develop lumped models, that can improve upon existing lumped 

mechanisms currently used in PAQSMs. 
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Table 4.2: List of Inorganic Species in the Full Mechanism 

No. Name Description 
1 03 Ozone 
2 N02 Nitrogen dioxide 
3 NO Nitric oxide 
4 N03 Nitrogen trioxide 
5 N205 Dinitrogen pentoxide 
6 HN03 Nitric acid 
7 HONO Nitrous acid 
8 RN03 Alkyl Nitrate 
9 N2 Nitrogen gas 
10 02 Oxygen gas 
11 H20 Water 
12 H202 Hydrogen peroxide 
13 co Carbon monoxide 
14 C02 Carbon dioxide 
15 03P Oxygen atom( triplet) 
16 OlD Oxygen atom( singlet) 
17 H02 Hydroperoxy radical 
18 OH Hydroxyl radical 
19 R02R Chemical operator for NO to N02 conversions 

with generation of H02 radicals 
20 R02N Chemical operator for NO to Nitrate conversions 
21 R202 Chemical operator for NO to N02 conversions 
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Table 4.3: List of Organic Species in the Full Mechanism 

22 NCl Methane 
23 NC2 Ethane 
24 NC3 Propane 
25 NC4 Butane 
26 ISC4 !so-butane 
27 NC5 Pentane 
28 ISC5 !so-pentane 
29 NEC5 Nee-pentane 
30 CLC5 Cyclopentane 
31 NC6 Hexane 
32 2MC5 2-methylpentane 
33 3MC5 3-methylpentane 
34 22MB 2,2-Dimethylbutane 
35 23MB 2,3-Dimethylbutane 
36 CLC6 Cyclohexane 
37 MCL5 Methy lcyclopentane 
38 NC7 n-Heptane 
39 3MC6. 3-Methy !hexane 
40 24MP 2,4-Dimethylpentane 
41 23MP 2,3-Dimethylpentane 
42 MCL6 Methylcyclohexane . 
43 NC8 n-Octane 
44 4MC7 4-Methylheptane 
45 ISC8 2,2,4-trimethylpentane 
46 ECL6 Ethylcyclohexane 
47 NC9 n-Nonane 
48 4EC7 4-Ethylheptane 
49 NClO n-Decane 
50 4PC7 4-Propylheptane 
51 NCll n-Undecane 
52 NC12 n-Dodecane 

'E bl 4 4 Th ' 't'al dit' f4 1i 't . . full ch . a e . . erm1 con 1ons or expJ C1 speCies m me amsm 
species Oa NO, N, o, H,O NCl 

conc.(ppm) 0.0708 0.00109 781000 209000 10377.5 1.8 
species NC2 NC3 NC4 ISC4 NC5 ISC5 

conc.(ppm) 0.006 0.0015 0.015 0.003 0.0045 0.0075 
species NEC5 CLC5 NC6 2MC5 3MC5 22MB 

conc.(ppm) 0.00024 0.00044 0.0045 0.0021 0.0013 0.00024 
species 23MB CLC6 MCL5 NC7 3MC6 24MP 

conc.(ppm) 0.00024 0.00092 0.00135 0.00587 0.0011 0.00024 
species 23MP MCL6 NC8 4MC7 ISC8 ECL6 

conc.(ppm) 0.00024 0.00192 0.00126 0.000487 0.00024 0.00021 
species NC9 4EC7 NC10 4PC7 NCll NC12 

conc.(ppm) 0.00053 0.00020 0.000392 0.00020 0.00106 0.00051 
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Figure 4.2: Comparison between concentration versus time profiles for ozone predicted 
by the "model" explicit mechanism, the CB4 mechanism, and the :PCAL derived mech
anism. 
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Figure 4.3: Comparison between concentration versus time profiles for nitrogen oxide 
predicted by the "model" explicit mechanism, the CB4 mechanism, and the DCAL 
derived mechanism. 
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Figure 4.4: Comparison between concentration versus time profiles for nitrogen dioxide 
predicted by the "model" explicit mechanism, the CB4 mechanism, and the DCAL 
derived mechanism. 
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Figure 4.5: Comparison between concentration versus time profiles for hydroxyl radical 
predicted by the "model" explicit mechanism, the CB4 mechanism, and the DCAL 
derived mechanism. 
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Figure 4.6: Comparison between concentration versus time profiles fo~ hydroperoxy 
radical predicted by the "model" explicit mechanism, the CB4 mechanism, and the 
DCAL derived mechanism. 
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Figure 4.7: Comparison between concentration versus time profiles for hydrogen perox
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derived mechanism. 
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Appendix A 

The Multivariate Statistical Methods 

A.l Principal Component Analysis (PCA) 

Principal Component Analysis is a statistical method which aims to explain total vari

ability of a multivariate system through a few linear combinations of the original vari

ables, called Principal Components. In other words, multivariate data can be reduced 

to a manageable number of principal components which can approximately explain the 

system variance of the original data. From the geometrical interpretation point of view, 

the principal components represent the selection of a new coordinate system obtained 

via a linear transformation of the original coordinate variables. The new axes formed 

by the principal components represent the directions with maximum variability in the 

original coordinate system. Thus, the first principal component represent the major 

axis of the new coordinate system which passes through the direction of maximum 

variance among the original multivariate data points. The second principal component 

must pass through the direction of maximum remaining variance, subject to that this 

direction should be orthogonal to that of the first component. This process continues 

for the rest of the axes. An important characteristic of principal component analysis is 

that some simple and parsimonious relations between the multivariate variables could 

be revealed by the principal components [36]. 

The general method for finding principal components from a multivariate data ma

trix is illustrated in the following: Let X be a random multivariate data matrix with 

p variables and n observations. Thus, the data matrix X is comprised of the random 

vectors X1, X2, ••• , X11• Let :E be the covariance matrix associated with the random data 

matrix XT = [ X11 X2, ... , X11 ]. Let :E have the eigenvalue-eigenvector pairs (~1,e1), 

(~2,e2 ), ... , (~11,ep) where ~1 ~ ~2 ~ ... ~ ~P ~ 0. The ithprincipal componentis given 
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With these properties, 
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(A.l) 

(A.2) 

(A.3) 

The other important characteristic in principal component analysis is that the total 

population variance is equal to the sum of all the eigenvalues. 

Total population variance= u1l + u22 + ... + upp = A1 + A2 + ... + Ap (A.4) " 

Consequently, the proportion of total variance explained by the kth principal component 

is as follows: 

Proportionoftotalvariance =A A Ak A , k = 1,2, ... ,p (A.S) 
1+ 2+···+ p 

If most of the total population variance can be attributed to the first one, two, or three 

components, then these components can replace the original p variables without much 

loss of information. 

A.2 Cluster Analysis 

Cluster analysis is a technique designed to perform classification by assigning obser

vations to groups so that each group is more-or-less homogeneous and distinct from 

other groups. Grouping is done on the basis of similarities or distances (dissimilarities). 

Generally, there are three stages in cluster analysis, as described in the following [28): 

A.2.1 The input stage 

The metric data set for the distances between pairs of rows of the multivariate data 

matrix is calculated at this stage to serve as the measure of similarity between objects. 

There are several choices for calculating distances such as Euclidean, Manhattan, max

imum, and binary. The choice of the appropriate scaling for the multivariate data and 

the choice of the metric for measuring inter-object distances are very important to the 

determination of clusters. 
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A.2.2 The algorithm stage 

There is a tremendous variety of numerical algorithms available for cluster analysis. The 

two most general clustering methods are adopted in this study. These two methods are 

briefly described here: 

• Hierarchical clustering methods (Agglomerative): 

Hierarchical clustering methods can be conducted by either a series of successive 

mergers or a series of successive divisions. The methods employing the algorithm 

of a series of successive mergers are called agglomerative hierarchical clustering 

methods. Agglomerative hierarchical methods start with individual objects. The 

most similar objects are grouped first, and then these initial groups are merged 

according to their similarities. Finally, as the similarity decreases, all subgroups 

are merged together into a single cluster. 

Generally, there are three linkage methods to implement the hierarchical merging 

of clusters. 

1. Single linkage (Connected): groups are merged together according to the 

distance between their nearest members. 

2. Complete linkage (Compact): groups are merged together according to the 

distance between their farthest members. 

3. Average linkage: groups are merged together according to the average dis

tance between pairs of members in the respective sets. 

• Non-hierarchical clustering methods (K-means): 

Non-hierarchical clustering methods are designed to group objects into a collection 

of K clusters based on the similarity between the observations and a set of K 

arbitrary starting points. These K arbitrary starting points serve as the initial 

group centroids. Then the observation closest or most similar to a starting point 

is combined with it to form a cluster. The K-means method is one of the more 

popular non-hierarchical methods and generally consists of the following three 

steps: 
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1. Specify arbitrary K initial points to be the iriitial centroids of the K clusters. 

2. Assign each observation to the cluster whose centroid (mean) is nearest. 

Then recalculate the centroid for the cluster receiving the new item and for 

the cluster losing the item. 

3. Repeat step 2 until no more reassignments take place. 

A.2.3 The output stage 

The following statistical tools can be helpful in the interpretation of the output from 

cluster analysis. 

1. Techniques borrowed from situation where groups are prespecified such as t

statistics or the plots in space of discriminant variables. 

2. Plots of distance. 

3. Projection plots for focusing on clusters of interest. 

4. Sensitivity analysis for assessing the stability of clusters. 
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Appendix B 

A Semi-Empirical Approach: the AIRTRAK Model 

B.l Development of the AmTRAK model 

The photochemical cycle process starts from the comsuption of nitric oxide by the re

action with peroxy species to produce nitrogen dioxide. Then nitrogen dioxide is pho

tolysed resulting in the production of ozone and the regeneration of an equal amount 

of nitric oxide. Finally, ozone reacts with nitric oxide to regenerate nitrogen dioxide. 

An important characteristic of the photochemical cycle process is that for each ozone 

molecule produced a nitric oxide molecule is regenerated. This is the confounding cy

cle which complicates the interpretation of ozone concentration data. However, this 

complication can be removed from consideration by taking the measure of the· photo

chemical process extent to be the sum of the ozone concentration plus the concentration 

of nitrogenous products formed from nitric oxide. The concentration of smog produced 

( SP) is defined in this manner to represent the extent of the photochemical process as 

follows: 

(SP)t = (Os)t- (Os)o + (NO)o- (NO)t (B.l) 

where (SP)tt (Os)t, and (NO)t denote concentrations at timet; and (Os)o and (NO)o 

represent the initial concentrations, respectively. 

From the above definition of smog produced concentration, SP is implicitly expressed 

in terms of nitric oxide oxidation. Based on the CSmO smog-chamber runs, SP displays 

a linear relationship to cumulative-incident light flux under the light-limited regime 

where both VOC and NOx are available for oxidant formation. The cumulative-incident 

light flux is defined as following: 

l
t=t 

Cumulative - incident light flux = kq,(N02) • dt 
t=O 

(B.2) 
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where kt/>(N02) is the rate coefficient for photolysis of N02, a common measure of light 

intensity. 

Johnson reports that the rate at which SP increase during the light-limited regime 

is a function of the initial concentration of VOCs, VOC speciation, and temperature. 

This relationship is described as follows, 

(SP)t = R lot kt/>(N02)ea(l/T-1/316) . dt (B.3) 

where R is the reactivity-adjusted VOC concentration; a is a parameter; and T is 

temperature inK. Consequently, R is approximately constant during the light-limited 

regime and can be expressed as 

R = A(VOC)o (B.4) · 

where A is the reactivity coefficient for oxidant formation by VOC and (VOC)o is the 

initial concentration. Johnson also reports that the maximum SP that can be reached 

in the NOx-limited regime (where NOx has been depleted) is proportional to the initial 

concentration of (NOx)o 

(SP)max = ,B(NOx)o (B.5) 

where ,8 is the NOx stoichiometric coefficient for maximum SP formation. The smog

production (SP) algorithms described as above are the basis of the IER model. In order 

to facilitate the evaluation of control preferences, the extent of reaction (E) was defined 

by Johnson as: 

Extent(t) = SP(t)/SPmax (B.6) 

Extent(E) reaches a maximum value of unity when [NOx] approaches zero, thus de

noting a condition of NOx limitation. By calculating the extent parameter(E), the 

control preference can be determined. When the extent value(E) is less than one, the 

air parcel is in the light-limited regime and VOC control is preferred for reducing the 

peak ozone concentration. When the extent value(E) reaches one, the air parcel is 

in the NOx-limited regime and NOx control is preferred for reducing the peak ozone 

concentration. 
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B.2 Application of AmTRAK model to the ambient atmosphere 

Johnson and Azzi (1992) suggest that the smog production equation could be expressed 

in terms of instantaneous ozone and NOy concentrations alone, which would allow the 

IER model to be applied to ambient monitoring data. The SP concentration defined 

in above section cannot be measured directly at a monitoring site, since measured 

concentrations of species represent concentrations of air parcels passing by during the 

measurements. Therefore, [NO]o is not known in the atmosphere and it must be replaced 

by [NO]i, representing the concentration of all NOx emission inputs into an air parcel. 

Thus, smog concentration [S], which can be measured by AIRTRAK or conventional 

monitors, is defined as follows to supplement the representation of SP in the ambient 

atmosphere. 

[S] = [03] + [NOy] - [NO] (B.7) 

[S] is lower than [SP] because of the removal processes ofNOy from the gas phase. John

son assumes that the amount of NOy lost from the gas phase; [PNOy], is proportional 

to the smog production during the light-limited regime 

[PNOy] = P[SP] (B.8) 

where Pis the proportionality constant. Also, in the ambient atmosphere a portion of 

NOx emissions is in the form of N02 • 

Considering these factors, Johnson and Azzi (1992) derived the following two equa

tions for [SP] during light and NOx-limited regimes, [SP]LR and [SP]NR, to permit 

application of the SP algorithms to ambient data: 

[SP] = [03] - [NO] + F(NOy] 
LR 1-FP (B.9) 

(SP]NR = (SP]max = ,B[03] 
,8-F 

(B.10) 

where F is the fraction of NOx emitted as NO. In addition, it is possible to determine · 

the type of regime by estimating the corresponding NOx emissions from following two 

equations: 

L. h limi. d . (NO ] (NOy] + P([03] - (NO]) 1g t - te regime : x LR = 
1 

_ FP (B.ll) 
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NOx -!inrltedregime: [NOx]NR·= )~3~ (B.12) 

Each of the above two equations for estiml:).thtg NOx emissions is valid only when applied 

in the· appropriate regime and each underestimates NOx emissions when applied to 

the wrong regime [10]. The reason for underestimating NOx emissions when applied 

[NOx]NR formula in the light-limited regime is that it does not account for any NOy 

losses once SP reaches SPmaz· The other way around here is that when applied [NOx]LR 

formula in the NOx-limited regime, the estimated SP is less than the actual SP maz· 

Therefore, a quantity G is defined to determine the type of regime. 

G = [NOx]NR = [03 ]/(,8- F) 
[NOx]LR ([NOy] + P([03]- [N0]))/(1- FP) 

(B.13) 

When G $ 1, smog formation for the air parcel is in the light-limited regime; if G ~ 1, 

smog formation is in the NOx-limited regime. 

B.3 Limitations of the AIRTRAK model 

The development of the AIRTRAK model is based on limited smog chamber data and 

several assumptions. The adaptation of this model from smog chambers to the real 

atmosphere is not totally straightforward and needs to be carefully examined. For 

instance, in the ambient atmosphere, NOx emissions along a trajectory reaching a 

receptor are unknown and the dilution and mixing of air masses reaching a receptor are 

unknown. Thus, the ambient measurement recorded in the monitoring site represents 

the successive states of different air parcels. However, the assumptions of the AIRTRAK 

model need to be reconsidered to ensure the applicability of this model to the ambient 

data. 

The key assumptions and limitations of the IER model are summarized as follows: 

1. The most critical assumption in the AIRTRAK model is the linear relationship 

between maximum SP concentration and NOx emissions. This assumption implies 

that maximum 0 3 and SP concentrations are linearly related to NOx emissions. 

From other smog chamber studies and a recent modeling study [15], it has been 

shown that maximum ozone concentrations in the NOx-limited regime are linearly 
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related to a square root of initial NOx concentrations for a wide range of initial 

NOx concentrations. Thus, a nonlinear relationship between ozone maximum and 

NOx emissions has been obtained: 

[Oa]max = 'YV[NOxJ (B.14) 

Also, it is noted that values of parameters {3 and 'Y are dependent on VOC com

positions. Therefore, it is important to establish the range of validity of this 

assumption with representative VOC mixture. 

2. The SP algorithms assume that SP concentrations are independent of tempera

ture. From other smog chamber studies and photochemical modeling results [15], 

it has been shown that maximum SP and Oa concentrations are dependent on 

temperature in the NOx- and light-limited regimes. 

3. The SP algorithms do not take the effect of dilution into account. Hess et al. [31] 

performed a series of chamber experiments involving dilution or injection of fresh 

emissions. These chamber studies suggest that the SP algorithms could be ex

tended to situations involving dilution or injection of fresh emissions by intro

ducing linear dilution factor. However, if maximum SP concentrations in the 

NOx-limited regime are significantly nonlinear for the concentration range ofNOx 

emissions, the linear effect of dilution needs to be reconsidered. 

4. Another critical assumption in the SP algorithms is that the loss processes of 

NOy .from the gas phase is linearly related to SP concentration. The governing 

processes for the loss of NOy from the gas phase are dry deposition, secondary 

organic aerosol formation, and inorganic nitrate formation. The effects of these 

processes on the loss ofNOy from the gas phase are varying among different areas. 

Thus, a better method of estimating P or a different way of estimating the NOy 

loss is needed. 
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Diagnostic Lumping Approaches 

C.l Lumped molecule approach (SAPRC) 
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The chemical species which have similar reactivity contributed to the formation of ozone 

and other oxidants are lumped together by this approach. SAPRC is the chemical 

mechanism developed by University of California at Riverside using lumped molecule 

approach. The development of SAPRC mechanism is based on the detailed model 

speci.es whose kinetic and mechanistic parameters have been evaluated against over 500 

environmental chamber experiments [55]. Those detailed model species fall into four 

types: 

• Those species, such as inorganic species, formaldehyde, acetaldehyde, and ethene, 

are explicitly represented in the mechanism. 

• Those species, such as the higher aldehydes and ketones, are represented using the 

surrogate species approach, where the species is represented by another species 

which is explicitly represented in the model. 

• Those species, such as the many individual alkanes, aromatics, and higher alkenes, 

are represented in the mechanism using generalized reactions with variable kinetic 

and mechanistic parameters assigned for each species. 

• Those species, such as haloalkanes and haloalkenes, whose reaction mechanisms 

are highly uncertain are represented by the generic mechanism species. 

The main feature of this mechanism is that the organic species and related reactions 

are represented using generalized species and reactions with mechanistic parameters de

rived based on the representative profile of the organic species which are emitted into 
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atmosphere. In other words, this mechanism does not" have the fixed format in reac

tion mechanisms which can be directly incorporated into PAQSMs, since the reaction 

mechanisms in most of the organic species are represented by generalized reactions with 

variable rate constants and product yield coefficients. Thus, in terms of the numbers 

of different organic compounds whose reactions can be represente4 separately, this is 

probably the most detailed mechanism which has been developed to date. 

According to the principle of this approach, the organic species can be grouped into 

three groups such as a.lka.nes, al.kenes and aromatics by their chemical character. Since 

alcohols and ethers are estimated to have similar mechanistic reactivity characteristics 

as a.lka.nes, they can be lumped with a.lka.nes as the same group. Within each of these 

three groups, the organic species can be specified further more according to their reac

tion rates of reactions with the OH radicals or other oxiding agents. Generally, there 

are three classes which can be specified within each of these three groups described as 

below: 

• slowly reacting species where only a relatively small fraction reacts during the 

model simulation; 

• rapidly reacting species where they are essentially completely reacted during a 

one-day simulation; 

• species with intermediate reaction rates which fall in neither of the other two 

categories. 

Thus, within each of these three classes the organic species can be lumped together. 

There are three reactivity-weighing methods with respect to each of these three classes 

in this lumping approach in order to derive the mechanistic parameters including rate 

constants and product yields for those generalized lumped species. 

1. For rapidly reacting species, where the amount reacted is essentially the same 

as the amount emitted, the contributions of the emitted species to the lumped 

groups are simply weighted by the amount emitted. If Ci is the molar emission 

of a detailed organic species i in a given lumped group, ki is the OH radical rate 
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constant, and Pii is species i's j'th product yield, then the total emission(Ctot), 

the OH radical rate constant(ktot), and the j'th product yield{pj) for the lumped 

group are given by: 

2. For intermediate reacting species, t~e amount reacted during the simulation pe

riod will depend on both its OH radical rate constant and the integrated OH 

radicallevel(INTOH) in the simulation. Thus, the amount reacted can be esti

mated by the following approximation: 

The amount reacted for species(i) =Ci(1- e-kj•INTOH) 

Therefore, the total emission(Ctot), the OH radical rate constant(ktot), and the 

j'th product yield(pj) for the lumped groups are given by: 

C - E(Ci * [1- e-k;•INTOH]) 
tot - 1 _ e-k101 .INTOH 

E(ki * Ci * [1 - e-k;•INTOHJ) 
ktot = E(Ci * (1 _ e-k;•INTOH]) 

E{Pji * Ci * [1 - e-ki•INTOH]) 
Pj = E( ci * [1 - e-lG•INTOH]) 

3. For slowly reacting species, the amount reacted is simply proportional to the OH 

radical rate constant, and the dependence on INTOH cancels out. Hence, Ctoh 

ktot, and Pi for the lumped groups are given by: 

k _ E(ki * ci * ki) 
tot- E(Ci * ki) 

E(Pji * ci * ki) 
Pj = E(Ci * ki) 
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C.2 The lumped structure approach (CBM.IV) 

Organic species are grouped together according to bond type (e.g. carbon single bonds, 

carbon· double bonds, or carbonyl bonds). The main advantage of this structure

lumping approach is that fewer surrogate categories are needed to represent bond 

groups. The Carbon Bond Mechanism Version IV ( CBM IV) was developed by this 

approach and can be viewed as the representative of this approach. The CBM IV 

mechanism allocate the chemical species in the atmosphere into four different types of 

species as following: 

1. Inorganic species: The inorganic reactions describing the chemistry of ozone, 

various NO:~: species and HO:~: radicals are represented explicitly with no lumping. 

2. Organic species that are treated explicitly: These species include formaldehyde, 

ethene, and isoprene. Because of their unique chemistry or special importance in 

the atmosphere environment, they are treated explicitly. 

3. Organic species that are represented by carbon bond surrogates: These carbon 

bond surrogates are used to describe the chemistry of three different types of 

carbon bonds commonly found as parts of larger organic molecules. These three 

surrogates are described as following: 

• The single bonded one-carbon-atom surrogate PAR: used to repres~t the 

chemistry of alkanes and most of the alkyl groups found in other organics. 

• The double bonded two-carbon-atom surrogate OLE: used to represent the 

chemistry of alkenes whose carbon-carbon double bonds are found in 1-

alkenes. 

• The two-carbon-atom surrogate ALD2: used to represent the chemistry of 

acetaldehyde and higher aldehydes that contain -CHO group and adjacent 

carbon atoms. It is also used to represent 2-alkenes, because these species 

react vary rapidly in the atmosphere to produce aldehyde products. 

4. Organic species that are represented by molecular surrogates: Two molecular sur

rogates are used to represent the chemistry of aromatic hydrocarbons as following: 
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• The seven-carbon-atom surrogate TOL: used to categorize monoalkylben-

zene structures. 

-
• The eight-carbon-atom surrogate XYL: used to represent dialkylbenzene 

and trialkylbenzene structures. 

Based on the above lumping method and the recent kinetic, mechanistic, and pho

tolytic data available from the comprehensive review of Atkinson and Lloyd [6], CBM-IV 

was established as a set of reaction mechanisms which contains 86 chemical reactions 

and 33 species. The chemical species and surrogates which are explicitly represented 

in CBM-IV are listed in Table C.l. Due to its characteristic of constant format in 

the reaction mechanisms, CBM-IV has been sucessfully implemented in many of the 

PAQSMs. 
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Table C.l: Chemical Species in the CBM-IV 

I Species Name I Represe~tation I 
Nitric oxide NO 
Nitrogen dioxide N02 
Nitrogen trioxide (nitrate radical) N03 
Dinitrogen pentoxide N205 
Nitrous acid HONO 
Nitric acid HN03 
Peroxynitric acid (H02N02) PNA 
Oxygen atom (singlet) OlD 
Oxygen atom (triplet) 0 
Hydroxyl radical OH 
Water H20 
Ozone 03 
Hydroperoxy radical H02 
Hydrogen peroxide H202 
Carbon monoxide co 
Formaldehyde (CH2 =0) FORM 
High molecular weight aldehydes ALD2 
Peroxyacyl radical (CH3C(O)OO·) C203 
Peroxyacyl nitrate (CH3C(O)OON02) PAN 
Paraffin carbon bond (C-C) PAR 
Secondary organic oxy radical ROR 
Olefinic carbon bond OLE 
Ethene (CH2 =CH2) ETH 
Toluene (C6H5-CH3) TOL 
Cresol and higher molecular weight phenols CRES 
Toluene-hydroxyl radical adduct T02 
Methylphenoxy radical CRO 
High molecular weight aromatic oxidation ring fragment OPEN 
Xylene (C6Iit-(CH3)2) XYL 
Methylglyoxal ( CH3C( 0 )C( 0 )H) MGLY 
Isoprene !SOP 
NO-to-N02 operation X02 
NO-to-nitrate operation X02N 
Total 33 
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